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Editorial

We are pleased to offer our readers the latest issue of our journal Electronics. 1 invited the
authors of distinguished papers presented at the symposium INDEL '98 (Banja Luka, October
1998) to share in the publication and give their permission to publish their papers, either in
full or abridged. All of them kindly welcomed the idea. Most of the authors abridged or
expanded their papers, such as: Vladimir Kati¢, Predrag Petkovié, Sasa Risti¢, Milun Jevtié.
The paper Failure Mechanism in Power MOSFETs in Radiation Environment by Predrag
Habas and Ninoslav Stojadinovié was accepted at INDEL '98 as invited paper. The authors,
however, were not able to attend the symposium so the paper was not presented. The papers
by Danilo Mandié, Bratislav Dankovi¢, Petar Mari¢ and Milojko Jevtovi¢ do not pertain to
INDEL '98.

I hope that our readers will be satisfied with the quality of the papers. I shall be particularly
happy and obliged if some of them decide to share with us in the future publications of our
journal and thus give us the honour of offering their papers to our readership for the first trial
of their quality.

Branko L. Doki¢, Editor
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~ Failure Mechanisms in Power MOSFETs in
Radiation Environment

Predrag Habas and Ninoslav Stojadinovié

Abstract— Degradation mechanisms in power MOS-
FETs (VD and LDMOS structures) and IGBTs sub-
jected to irradiation are briefly reviewed. Two qual-
itatively different classes of failures are observed: 1)
silicon bulk-related, and 2) gate and insulation oxide-
related failures. Bulk effects are caused by upset of ion-
ized (charged) particles or secondary charged particles
generated by upset of high energy neutral particles (e.g
neutrons), and thereby created electron-hole pairs in the
form of charge wake and burst in silicon. The gener-
ated free carriers may lead to: (1) triggering of internal
parasitic structures inherent in VDMOSFET (bipolar
transistor), and IGBT (thyristor) - single event burnout
(SEB), and (2) discharging of the charge collected at the
oxide/silicon interface through the gate oxide - single
event gate rupture (SEGR). Both effects (1) and (2) re-
sult in a catastrophic device failure, Moreover, particle
bombarding causes silicon lattice damage, resulting in
increased concentration of bulk recombination centers.
The oxide-related failures occur when high energy par-
ticles or photons pass through the oxide, which leads
to a sequence of complex, but today relatively under-
stood processes in the S0y matrix. These finally result
in trapping of charge in the oxide and in creation of elec-
trically active traps at the oxide/silicon interface. Both
effects do not lead to MOSFET catastrophic failure, but
derogate device characteristics, which may result in a
faulty circuit operation. In this paper, we concentrate on
the techniques used for electrical characterization of the
gate-oxide and interface damage in power VDMOSFETSs
exposed to radiation. In particular, various current-
voltage, charge-pumping and capacitance-voltage tech-
niques are briefly reviewed with respect to their (possi-
ble) application on power VD(LD)MOSFETs.

1. INTRODUCTION: POWER MOSFETS AND
RADIATION ENVIRONMENT

OWER MOSFETs are exposed to radiation in sev-
eral applications: aerospace (satellite, spacecraft),
airplanes, military, and some medical, nuclear and in-
dustrial environments ([1]). The effects may even occur
in everyday commercial use due to cosniic rays and nat-
ural radiation. Radiation represents a serious reliability

P, Haba# is with IMEC, Kapeldreef 75, B-3001 Leuven (B), and
Institute for Solid State Electronics, Vienna University of Tech-
nology, Floragasse 7, A-1040 Vienna (A). E-mail: habas@imec.be
and phabas@fkeserver.fke.tuwien.ac.at.

N. Stojadinovi¢ is with Faculty of Blectronic Engineering,
University of Ni§, Beogradska 14, 18000 Nis (Yu). E-mail:
nino@unitop.clfak.ni.ac.yu.

concern in technology design and application of power
MOSFETSs, particularly for the aerospace use. For the
aerospace applications compact high-frequency switch-
ing power supplies (SPS) with small and light induc-
tive and capacitive components are required. Thanks
10 their fast switching speed, high input resistance (rel-
atively easy drive circuit), negative temperature coeffi-
cient of the drain saturation current and the absence of
the classical second breakdown, power VDMOSFETSs
are very suitable for switches in these SPSs. In the
space, VDMOSFETs are exposed to very high cosmic
radiation; they can accumulate an ionization dose up to
10-100krads over the 10 years satellite mission ([2],[3]).
A simple protection by shielding is inefficient, and the
devices have to be designed to tolerate the large radia-
tion dose for a certain period of time (desired lifetime).
Primary cosmic rays are isotropic and consists of 89%
protons, 10% a-particles and 1% heavy ions. Their huge
energies range up to 10V [4]. After entering Earth’s
atmosphere the primary rays collide with atmospheric
atoms producing secondary rays of: electrons, protons,
neutrons, neutrinos, muons, photons, etc. The energy
of secondary rays spreads from low leV to still high
100GeV ranges. The flux of secondary cosmic rays
is significantly larger at the aircraft altitudes than at
the sea level (occ. 100 times [5]). The environmental
conditions may be simulated in the laboratory charac-
terization of the radiation hardness of semiconductor
devices by the use of various artificial sources: neutron
beams [4], a-particle sources and heavy ions sources (to
replace neutron beams [6],[7]) for investigation of bulk-
related failures, and v rays [3],[8],[9],[10]; high energy
UV light [11], 3 rays (electrons) [12] and X rays [9],[13]
for studies of oxide-related failures.

In this paper, a brief overview of the silicon bulk-
related failures in power MOSFETs exposed to radi-
ation is given in Section II Section III considers the
gate-oxide degradation of irradiated power MOSFETs.
The impact of oxide damage on power MOSFET char-
acteristics, and the techmiques used to measure the ox-
ide damage in irradiated devices are shortly reviewed
in Section IV. Section V provides a few examples of
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the characterization of irradiated power MOSFETSs by
using techniques in Section IV.

II. BULK-RELATED FAILURES: SINGLE EVENT UPSET

The upset of high-energy charged particles (protons,
electrons, «-particles, ions) into silicon bulk (single
event upset; SEU) causes ionization and generation of
a large amount of free electron-hole pairs along the par-
ticle trajectory in silicon - charge wake. Since the par-
ticles are highly energetic, they normally pass through
the device active area. After the upset which lasts only
a few fs (imay be estimated as device dimension/light
speed), the generated electrons and holes separate due
to internal electric field in the device and flow towards
the oxide/silicon interface and terminal contacts (it is
assumed that power MOSFET (IGBT) is normally bi-
ased, with large drain (anode) bias in the off-state -
low gate bias). This process lasts in ps to ns range.
In DRAMs and SRAMs, the generated charge may in-
duce the soft error; a well known failure mechanism,
traditionally caused by a-particles emitted from the
package material. Typically, a-particles deposit about
16fC/m in silicon, while protons (H*), electrons and
muons generate less charge per pm. Energetic heavy
ions, however, can deposit much larger charge than
a-particles. On the other side, high-energy neutrons
normally pass the device without interaction. Rarely,
they collide with S7 nucleus inducing secondary parti-
cles in the silicon bulk: protons, a-particles, neutrons,
and recoiling nucleus of silicon or a lighter element,
Fig.1. Since the recoiling nucleus are heavy, they have
short travel distance in silicon, but are highly ionizable,
They can deposit up to 154fC/um in silicon (which is
at least 10 times larger than the charge generated by «
and other charged light particles) [4]. Due to their short
path in silicon (about 5um for 10M eV energy) and high
ionization rate, they produce a localized charge burst
in the bulk (rather than a charge wake). Note that the
charge collection due to the upset of high energy neu-
trons and heavy ions is considered as the major source
of soft errors in DRAMs and SRAMs today, but not
due to the a-particles from the package [4].

Heavy ions generated by neutron bombarding may be
recoiling charged S nucleus, or parts of S7 nucleus as
Al, Mg, Na, F, etc. The large free charge in the bulk
generated by the upset of a heavy ion or by a recoil
nucleus may cause the following two eftects in power
MOSFETs and IGBTs: single event burnout (SEB) and
single event gate rupture (SEGR).

charged light particles
o, H', ¢ and heavy ions

+
Si nucleus -
% . . .
$g. + = . n
+.+ .+_"_++_'fh+_t e I+
7/ /- +++; recoil Si
+/+
H’

nucleus

neutrons |

¥

oa-particle +

Fig. 1. Schematic view of the effects of upset of neutrons, and
charged light particles and heavy ions into the silicon bulk,
High energy neutrons typically pass the material without in-
teraction, but some of them collide with .57 nucleus producing
charged light particles and highly ionizable recoiling nucleus
of silicon or a lighter element.

A. Single event burnout (SEB):

Parasitic bipolar transistor inherent in VDMOSFET
structure (Fig.2) can latch-up. The hole current due to
a total amount of NV generated e-h pairs in the device
may be caleulated by Ix(t) = e« %, - N, where o5,
is the hole saturation drift velocity (the electric field is
sufficiently high for nominal high drain bias). The col-
lected hole current I, pass the n™-epi/p junction and
flows towards the external p™ contact, causing a direct
polarization of the n*-source/p~ (E-B) junction due to
the lateral series resistance of p~ region. If I, is suffi-
ciently large, it can sustain: the direct polarization of
the E-B junction, electron injection into the base (p~
region) and flow towards the collector (n~ region) due
to transistor effect, and impact ionization in the B-C de-
pleted region. The later effect increases the initial base
hole current, and results in the breakdown of bipolar
structure (breakdown voltage of bipolar transistor with
a resistor in the base branch BVegg) Fig.2. finally lead-
ing to device destruction. The turn-off of the MOSFET
channel cannot stop this regenerative process. Note
that the probability that a neutron pass through a VD-
MOSFET and collides with a silicon nucleus is very
small, but if this event happens, the probability of the
device burnout is very high. By proper design of de-
vice geometry and doping profiles (n* and p™* regions)
the susceptibility of VDMOSFETs to SEB failure can
be minimized [14]. An equivalent burnout effect may
occur in IGBTs due to latch-up of parasitic thyristor
structure which consists of p* anode, n~ region (MOS-
FET drain), p (MOSFET bulk) and nt cathode (MOS-
FET source), as well as in the other power devices [15].




Remermnber that the latch-up of the parasitic tyristor is
4 well known catastrophic failure of IGBTs in short-
circuited load conditions, In both VDMOSFETs and
IGBTs the SEB effect causes a short between the drain
(anode) and source (cathode).
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Fig. 2. The geometry of power VDMOSFET across two half-
cells. Charge collection causing single event burnout (SEB)
due 1o latch-up of parasitic bipolar transistor, and the charge
collection causing single event gate rupture (SEGR) duc to
gate oxide breakdown are denoted. The clectron-hole pairs
generated by upset of a high energy particle (SEU) separate
in the electric field due to high drain bias applied. The shown
doping profile is calculated by nunerical process simulation
for device EFLIN10 produced by Ei-Microelectronics (Ni3).

B. Single event gate rupture (SEGR):

After a high energy ionizing particle pass through
the device in the region of the gate oxide, the holes
generated in the bulk flow towards the oxide/silicon in-
terface because of the drain bias. Moreover, the gen-
erated electrons flow towards the drain contact. Note
that an enhsnced carrier generation can occur by im-
pact ionization process when the drain bias is high and
the induced dipole charge in the bulk is large ([15]).
The build-up of the excess positive charge at the inter-
face due to holes lasts typically in the ps range (E.g. for
Ups = 100V and epitaxial layer thickness of 20pm, an
average field of 50kV/cm results in saturation drift ve-
locity vg & vy, = 9 x 10°%m/s ab 300K, and transit
time in the order of 10pm/9 x 10%m /s = 100ps). As a
consequence of the charge build-up, a trangient increase
in the oxide field occurs, which vanishes in time with
the flow of the collected holes towards the p region of
the VDMOSFET (bulk region of the channel). If the
transient field peak is sufficiently large, carriers may be
injected into the gate oxide by a short Fowler-Nordheim
tunneling (in this case, for nt type of gate, electrons are
injected from the gate conduction band towards the n™
substrate). If the injected charge exceeds the charge-
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to-breakdown (Qpp) a catastrophic breakdown of the
gate oxide occurs, resulting in a short between the gate
and substrate: single event gate rupture effect (SEGR).
The steady-state oxide field Eyq is rather insengitive to
the drain bias in power VDMOSFETs (for high Upg
the interface is inverted (holes), so the surface poten-
tial is limited). The steady-state By, depends directly
on the gate bias, but the transient field peak is strongly
affected by the vertical electric field due to Ups. If the
gate oxide breakdown occurs at a critical oxide field of
7¢_, the steady-state oxide field which will be enhanced
up to the value of Ef, due to the upset of an ion with
a linear transfer energy LET may be empirically ex-
pressed as BS, /(1+¢-LET) [7]. This relationship nicely
reflect the experimental data for different heavy ions as
shown in Fig.3. Note that LET is the stopping power
divided by the mass density of the target material.

Gold LET=82
Todine LET=59.7
Bromine LET=37.2
Nickel LET=264
Titanivm LET=18.8
Chiorine LET=11.5
Contrel LET=0

Vgs V]

Fig. 3. Measured critical gate and drain biases for which the
critical transient oxide field ES, occurs in power VDMOS-
TET as a consequence of upset of different energetic ions
with characteristic lincar energy transfer: SEGR effect (LET
in MeVem?/mg). From [7].

C. Silicon lattice damage in the bulk:

Silicon atoms can be displaced from their equilib-
rium position in the crystal lattice by: collision of neu-
trons with Si atoms (damage forms as clusters with
size < 10nm), irradiation with high energy B-particles,
and ~-recoil due to transmutation reactions. Displace-
ment of Si atoms results in vacancies and interstitials
in the lattice. Vacancies may be stable in silicon as
phosphorus-vacancy and vacancy-vacancy complexes.
Moreover, bombarding of 145% nucleus with neutrons
may cause nuclear reactions which result in 134l {ac-
ceptor in silicon) and 12 Mg (deep recombination center
in silicon). Increased concentration of crystal defects
and recombination centers after irradiation reduces the
carrier life-time in the silicon bulk. The later may
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change some device electrical characteristics (leakage
current and breakdown characteristics). Neutron irra-
diation is also used in power devices to produce uniform
low doped n-type silicon by transmutation of 57 into P
(transmutation doping by neutron absorption), but low
energy (thermal) neutrons are used in this case.

171I. OXIDE-RELATED FAILURES

Pagsing an ionized particle or photon through the
510, (gate oxide, insulation oxides) triggers sequences
of relatively complex and still not completely under-
stood phenomena. These processes take place during
irradiation, but also lasts long time after the radiation
stops (seconds, hours, years); the later we call postra-
diation effects. All these processes finally result in four
classes of damage in irradiated oxides:

1. Trapped charge in the oxide Noy;

2. Traps at the oxide/silicon interface Na,

3. Switching states (traps deeper in the oxide, but

close to the oxide/silicon interface): border traps,

4, Increased concentration of electron and hole trap-

ping sites in the oxide.

A. Classes of damage tn irradiated omides

1) Total trapped charge (fixed charge) in the oxide
is given by N = fé"’“ poc(y)dy. Note that MOSFET
characteristics are not influenced by N2, but by the
effective charge reduced to a charge sheet at the ox-
ide/bulk interface Nyz = jut” ¥« Pou(¥)dy/toz. Both
electrons and holes can be trapped, but trapped holes
is a typical effect for irradiated ozides (positive Nog).
This charge does not communicate with the underlying
silicon bulk {except for tunneling effects - detrapping ).
The oxide vacancy in silicon matrix O3 =5ie ¢Si=0s,
kuown as B’ center, is an important and the best stud-
ied deep trapping site for holes in S0z [19],[20] (double
donor-like trap). It is the dominant hole trap in ther-
mally grown $i0, used for gate oxides in MOS tech-
nology. Hole trapped on E’ is stable. The physics of
other hole traps in 570z is not completely understood
at present, but there is a clear evidence for the role of
sites different than E’. Known defects are non-bridging
oxygen: Oz = Si— Oe (donor-like hole trap), and 5%
vacancy (induces shallow acceptor and donor-like traps
in Si0s).

2) Interface traps at the SiO; /St interface commu-
nicate with conduction and valence band of silicon in
a broad time scale (from ~ ps for traps close to the
band edges, up to ~ 100ms for traps at the midgap
- about intrinsic level). The trap occupancy depends

on the rates of four processes: electron capture and
emission, and hole capture and emission with respect
to the conduction and valence band in silicon, respec-
tively. For interface traps classical Schockley-Read-Hall
statistics is assumed to hold. In equilibrium, the trap
population is governed by the Fermi-level at the inter-
face. Today, it is accepted that the free dangling bond
of the surface Si atom Siz = Sie, where e represents
an weakly bonded electron, is the major source of traps
at the $i0,/Si interface. This defect is called Py cen-
ter {on (111) surface; on (100) Py and Py defects are
detected). After thermal gate oxide grown, the inter-
face contains a large concentration of P defects, but
most of them are passivated by hydrogen in a regularly
applied subsequent high-T" forming gas anneal by the
reaction: Sis=Sie + Hy — Siz=8i—-H + H £
(with activation energy E,=2.6V). Some of P, centres
remain or are generated by depassivation in subsequent
very high-T steps during device processing (in junction
and other anneals, by the reaction: Siz =Si—H —
Siz = Sie + HY). They represent low Ny which is
measured in devices after final processing (today in the
order of 10¥%an~2eV ). Radiation causes depassiva-
tion of passivated I centres by the reactions described
in the next subsection, which results in the V;, increase.
From the electrical point of view, it is believed that the
P, defect is amphoteric [19],[20]. It induces two trap-
ping levels in the band gap: an acceptor-like trap in
the upper half and a donor-like trap in the lower half
of the band gap. Both traps can accept and release
one electron. Acceptor-like trap is neutral when empty
and charged with one negative elementary charge when
occupied by electron, while donor-like trap is charged
with one positive elementary charge when empty, and
neutral when occupied. The energy levels of trapping
sites spread across the whole upper and lower half of
the band gap. When the Fermi-level at the interface
coincides with the intrinsic level in silicon (midgap) the
charge in interface traps due to trap occupancy should
be zero for all traps related to F, centres (so-called neu-
tral point). This assumption is the basis for the often
used midgap technique (Section IV). The accuracy of -
this assumption is, however, never confirmed. Apart
from the P, defect, experiments show the evidence for
other defects acting as interface traps, but they seem
to be of less importance, Their physical structure and
electrical nature is not clear at present.

3) Switching states (also called border traps) are
fixed charges in the oxide, but which communicate
with the underlying silicon on long time scales (ms to




days). Their population can be changed by applying

gate bias in a sufficiently long time. In thin oxides,
switching traps represent an important fraction of ox-
ide trapped charge, and cannot be neglected in analy-
sis, It is demonstrated that some (if not all) switching
states are E centres located close to the $i02/S% inter-
face [18],[20]. Switching states are those traps observed
in random-telegraph-signal (RTS) and low-frequency
noise. Today, it is finally established that they cause
1/f noise in MOSFETs. Switching traps can be cre-
ated in a large amount in irradiated thin oxides. It is
important to note that they may contribute to the value
of Ny which is extracted by low-f and DC techniques
for measurement of interface trap density (QS C-V, HF
C-V stretch-out and IV methods), but are not sensed
by medium/high-f techniques (like charge pumping).

4) Generation of neutral electron and hole traps in
the oxide by irradiation is confirmed by experiments in
which Fowler-Nordheim (FN) and substrate or chan-
nel hot carrier injections are applied on the previously
irradiated oxides (see e.g. [13]). Enhanced charge trap-
ping is observed in irradiated with respect to control
oxides, which may be attributed to defect creation by
breaking of bonds during irradiation. On the other side,
it is know from uniform substrate electron and hole
injection studies that high electric field in the oxide
during carrier injection strongly enhances the genera-
tion of neutral traps in the oxide bulk [16]. Contrary
to FN injection conditions, the oxide field is relatively
low in radiation studies because they are performed for
nominal biases under moderate oxide fields. Conse-
quently, electrons are not strongly heated in the oxide
after their generation by incident radiation, so hot elec-
trons do not cause defect creation in irradiated oxides.
Moreover, the oxide field in power VDMOSFETSs for
nominal bias conditions is much smaller that the ox-
ide field in submicron CMOS devices. E.g. for power
VDMOSFET with to; = 100nm at Ugs = 10V it fol-
lows E,e & 1MV /cm (a low field), while for a 0.18um
MOSFET with t,; = 4.0nm, a nominal gate bias of
Uns = 1.8V results in E,, ~ 4.5MV/an (relatively
high field).

B. Chemical/electrical phenomena in ivediated ovide

The present understanding of the effects occurring
after high-energy photons pass the oxide is summarized
in the following. A photon with energy hy produces
e-h pairs and e-h excitons in the Si0;. Note that ther-
mally grown oxides on silicon have vitreous structure
(fused silica), not of quartz or amorphous. Fused silica
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contains a lot of non-bridging oxygen atoms. In these
processes various weaker bonds are broken in SiOa:
=5i—0-5i= + hv = =85i—0e + =Sie + ¢~ + ht,
=8i—H + hv = =Sie + H® + ¢~ + ht, and
=8i—-0OH 4 hy > =8i0 4 s OH + = + h+. Oxide
field is sufficiently high to remove generated electrons in
a short time (for oxide thickness t,, = 100nm, it follows
T = tog JURS 0 0.7Tps, where vis” = 1.5 x 107cm/s is
the electron saturation velocity in conduction band of
S10s). Contrary to electrons, generated holes flow very
slowly through the oxide under the influence of electric
field due to their very large effective mass in the valence
band of Si0s. They become easily trapped on oxide va-
cancies O3 =Sie 5i=03 + ht — O3=5ie 75i=03,
non-bridging oxygen Q3 =5i—0e +h* — 03=5i-0"*,
and trivalent Si in the oxide O3 = Sie + At —
Oz = 5iT. The holes move towards the polysilicon-
gate/oxide or oxide/silicon-bulk interface mostly by
hopping process, dependent on the oxide field polar-
ity. Consequently, radiation produces a lot of trapped
holes in the bulk of oxide, resulting in positive Nyg. Af-
ter irradiation, N, may decrease in time due to slow
postradiation effects:

o electron tunneling from the silicon valence band

into trapped holes in oxide, :

« thermal recombination of electrons from the Si0s

valence band (hole emission into the oxide valence
band) - T-activated process,

o reaction with atomic hydrogen [23]:

OgES’i+ e 5i=03 + H® =
O3=8ie ¢5i=03 + HT, and
O0;=8it + H® = 03=Sie + HT.

The generation of interface traps involve more com-
plex processes. In “hole transport and trapping model”
generated holes move towards the oxide/silicon inter-
face, and become deeply trapped close to the interface.
These holes may turn into interface traps by reaction:
Sis=Si~H + ht + e~ — Siz=Sie + H°. The "hole
trapping” mechanism is believed to be dominant in
thermally dry-grown gate oxides in some studies [2],[28].
The second class of models give the dominant role to
*hydrogen transport” [11],[12],[19],[22]. Neutral hydro-
gen atoms HC are generated in the bulk of oxide by
breaking of Si — H bonds (given above), or by break-
ing of OH in the reaction which involves e-h excitons:
Si—OH + exciton energy — Si—Qe + HY Hy-
drogen atoms diffuse towards the interface (the process
is T-activated in the range 90 — 120K, and gate bias
independent). At the interface H° can react with a
passivated P, center (depassivation) in the exothermic
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reaction with practically no energy barrier:
Sis=Si—H + H° — Siz=8ie + Hy. Thus, interface
defect P, (Sis = Sie) is generated. This H Y process
accounts for a smaller part of the generated interface
traps, and occurs relatively short after the irradiation.
A more important role in the Ny creation plays the drift
of H ion (proton). It is related to the T-activated
processes in the range > 200K, and is strongly gate
bias dependent. For positive gate bias, H ion drifts
towards the Si0»/Si interface, where it may produce
interface trap (”proton transport model”) by the reac-
tion; Siz=9i—H + H* + e~ — Sizg=Sie + Hy.
Here, an electron ¢~ is consumed from the silicon bulk.
The model of H+ drift can explain the experimental
observation that the Ny build-up during postradiation
anneal is accelerated by applying positive gate bias, and
rather suppressed by applying negative gate bias. Fig.4
shows the famous experiment by Saks [12], which sup-
ports the H° and H* models. Note that the postradia-
tion Ny increase depends strongly on the anneal T'. The
build-up of Ny during postradiation annealing, from
small densities immediately after the radiation up to
large densities which may exceed the density of Noyg; is
called "rebound effect” [25]. The H* may be produced
in oxide by:
1. cracking of H» molecules generated in other pro-
cesses on positive charged centres, as E’ center
(E, =0.3¢V only) and broken Si—O bonds with
trapped AT, in a reaction of type
At + Hy -+ A-H + HT,
2. reaction of H® with a self-trapped hole:
trapped ht + H® — HT,
3. reaction of HY with a hole trapped on trivalent Si:
O3=8it + H® — 03=Sie + HT.
4. reaction of H? with an E’ center:
OgESi0+SiEOg+HO —+ O:;ES?:OOS'iEO3+H+.
The “hydrogen model” assumes that hydrogen is
present in the gate oxide, but way it is present? Ox-
ide (even thermally grown) contain hydrogen because
it can easily penetrate during various technology pro-
cesses. Moreover, hydrogen is used to passivate free
dangling bonds after oxide grown (reaction is given
in Subsection III-A). Oxide may also contains water,
mostly in the form of OH. Note that a more com-
plete model should also account for the following pas-
sivation reactions Sis=Sie + H° — Siz=Si—H
(essentially no energy barrier, E, = 0.3—0.6¢V), and
Sis=Sie + HO — Siz=85i—OH + H° and
for H® + H° — H,. The depassivation reaction
Sis=8i—H — Siz=S8ie + HY normally does not

occur, because it requires very high T'.

It is well-known from experiments that the interface
trap generation after irradiation is more pronounced
in wet than in dry-grown oxides. This fact may be
attributed to the presence of a large amount of OH
group which is involved in the H® and, indirectly, H™
generation (as described above). Due to problems in
the proton transport model, advanced considerations
have involved HsO™ in the processes; details may be
found in [19].
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Fig. 4. Increase in density of interface traps AD;: in four irra-
diated MOSFETs with different gate biases during postra-
diation thermal anneal. The "early” build-up of traps is
bias independent, and may be attributed to the near-interface
trapped hole and HY processes. The " late” process is strongly
gate bias-dependent and is caused by the proton drift (£ +Ys
Note that the initial trap density in the devices before ir-
radiation was about 1.2 x 101%¢m~2eV~1; only the charge
pumping technigue is able to resolve small AD;; in the carly
phase. The figure is taken from [12].

The N,, and N; are not proportional to the total
irradiation dose. Measurements, like those shown in
Fig.5, show a power-law relationship ([2],[3],[401,[47]).-
The power (the slope in the log-log scale) is < 1. This
sub-linear relationship is regularly found in the hot-
carrier injection experiments, as well. A clear expla-
nation is presently not available.

IV. EFFECT OF OXIDE DAMAGE AND ITS

CHARACTERIZATION IN POWER VDMOSFETS

In all MOS devices, radiation induces spatially rather
uniform charge trapping in the oxide and traps at the
oxide/silicon interface ([1]). Damaged devices show:

o shift in the threshold voltage Uy, (Fig.6),

« reduced transconductance g, and drain current Ip

(Fig.9),

« increased subthreshold stope (Fig.6),

« increased subthreshold leakage current (Fig.6), and

o degraded breakdown characteristics ([3]).
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Fig. 5. Measured incréease in the oxide fixed charge and interface
trap density in power VOMOSFET as o function of applied
800 v-ray dose in the rate 4rads(Si)/s [40]. The gate is pos-
itively biased at Ugg = 9V during the hradiation, and the
postradiation anneal is not performed. The data is extracted
by using the midgap technique and the ps-degradation tech-
nique. The experimental data can be fitted by a power-law
relationship with a power less than 1.

The shift in the threshold voltage has two components
AUy, = AUpp on +AUy,,i: a constant shift due to fixed
charge N, (gate bias independent), and a shift due to
charge captured on interface traps Ni% which depends
on the surface Fermi level (gate bias). As well known,
for uniform surface charge AU oa(it) = ¢ * Now(ity/Con
holds, where Coy = €oz/tos. The drain current de-
creases as a consequence of decrease in the surface mo-
bility us due to surface charge coulomb or enhanced
surface roughness scattering. For irradiated n-channel
power VDMOSFETs particularly critical is the large
negative shift in the threshold voltage due to pos-
itive fixed charge accumulated in the oxide (Fig.6),
which causes a catastrophic failure of the switching ¢ir-
cuit (the switch cannot be turned-off). Moreover, the
transconductance degradation and eventually, a posi-
tive threshold voltage shift due to interface trap build-
up during long-term anneal (rebound effect) may result
in improper device operation point.

Similar to irradiation, various electrical stress also
result in a nearly uniform spatial distribution of ox-
ide trapped charge and interface traps in MOSFET:
Fowler-Nordheim tunneling, substrate electron or hole
injection, optically induced injection, etc. In numerous
studies of uniform gate oxide degradation in the litera-
ture, several experimental techniques have been devel-
oped for a separate extraction of uniform AN, and
ANy after stress. Usually mounitored quantities are:

o threshold voltage shift AUy, [27],[28],[29],
« subthreshold slope decrease [30],[31],[32],
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10°

Fig. 6. Subthreshold characteristics in saturation of power VD-
MOSFET subjected to 8°Co y-irradiation [40]. The gate is
positively biased at Ugg = 9V during the irradiation, and
the postradiation anneal is not performed. The drain cur-
rent at the threshold voltage I'py and the midgap conditions
Inse is denoted. The radiation causes negative shift in the
characteristics due to positive fixed charge trapped in the ox-
ide, and the stretch-out of the characteristics (subthreshold
slope increase) due to interface trap gencration.

« surface mobility degradation, observed either as
MOSFET gain-factor 8 change [28],[29] or MOS-
FET transconductance g, change [27],

« midgap voltage shift [8],[33],[34],

« gate C-V and G-V characteristics [35],[36],[37], and

o charge-pumping characteristics [13],[38],[39].

The dual-transistor mobility [34], and the dual-
transistor charge-pumping methods [33] represent ad-
vanced approaches.

These techniques are used routinely for measurement
of the spatially uniform damage in irradiated conven-
tional bulk and SOI MOSFETs. Most of them have
also been applied on irradiated power VDMOSFETs:

o+ the threshold voltage shift AUy, in combination
with the gain factor 8 change [2],[40],

o the midgap method [26],[40],[41], and

e the AU, in combination with the subthreshold-
slope method [3].

Limitations of these commonly used techniques are
known. The subthreshold-slope methods have a low
sensitivity, and are not applicable on short-channel de-
vices, as well as on devices with high leakage cur-
rent. They become inaccurate in the presence of lateral
nonuniformities ([31]). The methods are affected by
the surface potential fluctuations [42], which result in
inaccurate values of the interface trap density [30]. The
accuracy of the subthreshold slope method for VDMOS-
FETs which have a strongly nonuniform lateral channel
profile, has never been studied.
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The surface-mobility techniques are sensitive o val-
wes of the model coefficients [2],[29] (the parameters
should be adjusted for a particular technology). They
are inaccurate in the presence of spatial nonuniform Ny
and N,z. The surface mobility is not only affected by
interface traps ([27]), but also by charge trapped in
the oxide [28],[29],[37],[41],[43], in the strength which
strongly depends on the distance of the trapped charge
from the interface [43],[44],[45]. Moreover, a contro-
versial behavior has been reported that positive fixed
oxide charge increases surface mobility, but not de-
creases [28],[41],[46].

The midgap method is strongly based on the assump-
tion on the acceptor-like and donor-like nature of traps
in the upper and lower half of the band gap, respec-
tively. This physical picture reflects the Py centres, but
several authors have proposed the existence of donor-
like and acceptor-like traps also in the opposite part of
the gap. The midgap method is affected by the spa-
tial nonuniformities [8],[33]. An exact determination of
the midgap current is difficult for non-uniform chan-
nels, like those in VDMOSFETs. This method is not
applicable on devices with high leakage and anomalous
subthreshold current (often the case for power MOS-
F‘ETS). We have confirmed by numerical modeling with
MINIMOS-6 [57],[59] that the midgap method is inac-
curate if interface traps are localized in the energy space
and the density of fixed oxide charge is small.

The dual-transistor methods have overcome somie
limitations of the single transistor techniques, but re-
quire n-channel and p-channel devices with simultane-
ously processed gate oxides [33],[34]. This is never the
case for power MOSFETs.

The limitations of the well established C-V and G-V
techniques when applied on conventional MOSFETSs are
fully clarified, and may be found in e.g. [24],[36]. The
C-V techniques can also be applied on VDMOSFETS,
even in the form of the split C-V measurements. These
novel results will be presented in [48].

Charge pumping (CP) enables accurate, extremely
high sensitive and direct measurements of Ny [49],[50],
independently of Ny, in various MOS devices {(bulk
MOSFETs, SOI MOSFETs, SOI pin-diodes, thin-film
transistors, EPROMs). The CP cwrent is given by
Iep = q- f+Sa+Ni, where f is the gate-pulse frequency,
¢ the elementary charge, Se the active gate area, and
Ni = [ Du(E)dE an average aveal trap density across
the part of the band gap which is active in CP effect.
Recently, a method is developed by the authors of this
paper for the application of (P techniques directly on

standard power VDMOSFETs [10},[51],[52]). In several
further studies, this method has been used on standard
VDMOSFETs [53],[56], or special four-terminal VD-
MOS structures are used [54]. The method proposed
in [10] can be applied on power LDMOSFETs, as well.
The main problem which has delayed the application of
the CP technique on VDMOS structure in the research
community was the absence of a separate bulk contact.
Tn VD and LDMOSFETs, the source and bulk of the
channel are always short-circuited as shown in Fig.7.
This fact can, however, be used to perform CP effect
at the oxide/epitaxial-region interface [10]. The source
contact can play a role of the bulk contact and supply
holes, unless the nt-source region is inactive. In CP
measurements these conditions are fulfilled if the chan-
nel is always biased under the device threshold volt-
age during the excursion of the gate bias. Electrons
which recombine by trapped holes are supplied by the
drain contact. In that cases, n-channel VDMOS struc-
ture behaves like a conventional p-channel bulk MOS-
FET (nt source is inactive), which enables all common
CP measurements (see Figs.8,10). The applics bility of
the method has been justified by theoretical, numerical
modeling and experimental considerations [10],[51). It

source ! gate J source
S "‘ ;‘ Sl e 2
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Fig. 7. Charge pumping cffect in a power VDMOS cell. The ar-
rows denote the DC-component of the drain electron current
Iy and source hole current Igp, due to net recombination of
electrons and holes at the oxide/epi-n~ interface.

should be pointed out that the interface above the chan-
nel region is of the primary interest for VDMOSFET
characterization. This CP method senses the inter-
face above the n~-epitaxial region and in a part of the
channel, but not directly in the channel, The epitaxial-
region interface is of small importance for VDMOS op-
eration. The described CP approach is, however, useful
for the evaluation of an overall gate oxide quality in
VDMOSFETs and its hardness against the radiation.
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V. A GLIMPSE ON EXPERIMENTAL RESULTS

Commercial power VDMOSFETs of 100, 150 and
200V produced by “Ei-Microelectronics” (Nig) are irra-
diated with vy-rays from %°Co source. Devices have the
gate oxide thickness t,, = 100nm, thermally grown in
dry oxygen at 1100°C; n"-polysilicon gate; (100) wafer
thickness 400um and wafer doping 10*%cm=2. They
consist of about 860 hexagonal cells which are arranged
in a hexagonal geometry with the distance hetween the
cell centers of 33um. The geometry of the structure
across two half-cells is shown in Fig.2.

Since the current measured on power VDMOSFETs
in the charge-pumping active region (in the channel
subthreshold region) is proportional to the density of
traps at the gate-oxide/epi-n— interface, it can be used
to measure this density after irradiation.. Moreover, the
charge trapped in the oxide during irradiation is ex-
pected to shift the complete characteristics by its elec-
trostatic effect. CP measurements are carried out with
electrometer Keithley 617 placed either in the source or
drain branch; the other terminal was grounded (it can
also be biased such that the p~/n~ junction is reverse
polarized). Trapezoidal pulses are applied on the gate
(HP8116A). Above Uy, the channel of VDMOSFET’s
is open during the gate-pulse top level and the mea-
surements are invalid. Figs.8 show experimental CP
characteristics of a VDMOSFET before and after +-
irradiation. In virgin device (before irradiation), from
the maximum of I, we calculate N = 2.9 x 10%m =2,
while N,; cannot be directly extracted. From the in-
crease in the maximum I, and the shift on the volt-
age axis, the damage in the irradiated transistor can
be extracted: Np = 1.1 x 10P%m™2, and AN,, =
1.8 x 10%2em ™2, respectively. These values correspond
to the oxide/epi-n~ interface, but not to the channel
region. Remark that Ny, > Ny, which is typical for
oxides immediately after radiation. In this case the im-
pact of the charge captured in interface traps on the
voltage-axis shift is negligible, which enables accurate
determination of N,,. The characteristics of the irradi-
ated device is stretched-out in sub-CP-threshold region
(Fig.8), for which an explanation is proposed in [10].

In the second example, 100V VDMOSFETs were ex-
posed to °Co y-radiation in the dose of 500Gy, with
dose rate 0.037Gy/s, and the gate bias Ugp = 10V.
After irradiation the devices were separated into three
groups and annealed during 350 days at 140°C with the
gate biased at +10V, 0V and —-10V. Figs.9 show the
transfer and subthreshold characteristics of the devices
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Fig. 8. Charge-pumping characteristics of a power 100V VD-
MOSFET measured before and after irradiation. Upper fig-
ure: linear current scale. Lower figure: logarithmic scale.
Trapezoidal gate pulses are applied: f = 100kHz, 50% duty-
cycle, rise and fall time ¢, = £y = lus, amplitude AU = 3V.
Ups =0V, and T" = 300K.

in saturation before the irradiation (the spread of the
characteristics is small), and after the anneal. It is cru-
cial to point out that these I-V characteristics reflect
the oxide trapped charge and interface traps generated
in the MOS channel close to the source junction. For all
three gate bias polarities during anneal a large amount
of positive fixed charge remains trapped in the gate ox-
ide. The interface trap build-up is, however, much en-
hanced for positive gate bias (+10V) than for 0V and
negative bias (—10V"). A decrease in the current in the
overthreshold region caused by the decrease in the sur-
face mobility due to build-up of N may be observed
for +10V curve in Fig.9. Using the midgap technique,
by considering the differences in the threshold voltage
shift and the midgap voltage shift, the following oxide
damage is obtained from data in Figs.9 for Ny,[em™2]
and Nylem™2]: 3.9 x 10! and 6.9 x 10*° for —10V,
1.8 x 10! and 2.6 x 10 for OV, and 1.6 x 10! and
1.65 x 10! for +10V, respectively. It is evident that
after long high-T" anneal, particularly for +10V on the
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gate, N; becomes of the same order, and eventually,
dominates over N, (rebound effect).
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Fig. 9. Transfer and subthreshold characteristics in saturation
for 100V VDMOSFETS exposed to 89Co y-irradiation in the
dose of 500Gy with the gate biased at Ugp = 10V. The
devices were annealed during 350 days at 140°C with the
gate at +10V, 0V and —10V. In measurements Upg =5V

In cases with significant ANy the shift in the CP
characteristics (I, vs. gate-pulse base or top level) is
not only determined by AN, but also by the charge
in interface traps. The processes which determine
the rising edge of the CP characteristics are rather
complex, and are out of scope of this paper. They
are fully clarified in a complete theoretical model re-
cently [10],[55],[58]. The shift in the CP characteristics
due to electron capture in interface traps (Vg€ in Fig.8)
is negligible in the deep-CP-subthreshold region. The
most important fact is that in this region a part of in-
terface traps, N, is charged by hole emission at the
gate-pulse top level. The shift in the CP characteristics
is, therefore, not ouly due to Ny, but also due to a
constant contribution of Nf¢. Note that this conclu-
sion cannot follow from common simple model of the
CP characteristics. Consequently, in cases with high
ANy simple extraction of AN, from the shift in the
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CP characteristics is not possible without knowledge on
the Dy(E) profile in the lower part of the band gap and
the trap nature.

Experimental data for cases with high interface trap
densities is shown in Figs.10. These characteristics are
messured on devices considered in Fig.9 before irradia-
tion and after the anneal. From the maximum I, the
Ny in particular devices is obtained, and denoted in the
figure. These values of Ny correspond to the oxide/epi-
n~ interface, but not to the channel close to the source
(like for I-V methods). The Nj; values obtained by the
CP method differ significantly from the Ny values ob-
tained by the I-V methods (midgap and Uy, shift) due
to the following possible reasons:

o This CP technique measures the total trap den-
sity in a portion of the band gap which is deter-
mined by the electron and hole emission levels (see
e.g. [50],[55],[58]). For the CP current the nature
(charge) of traps is irrelevant. The Uy,-shift and
midgap methods sense the effective electrical effect
of the charge trapped in interface traps. These I-V
methods do not detect traps which are neutral at
the threshold conditions (assuming Pj centres, for
Fermnii level in the upper half of the gap the traps in
the lower half are neutral). In addition, the inter-
val in the band gap which contributes to the signal
is different in CP and I-V methods.

o Oxide degradation could be different in the channel
close to the nt junction than for the epi-interface.
Several reasons related to technology may be pro-
posed. The simple explanation that the oxide field
is different in these regions during irradiation and
annealing should be ruled-out, because the surface
potential varies only slightly along the interface
from n* region to the center of the epi-n™ region
for +10V and —10V gate biases.

o A possibility for a systematic error in one of these
techniques should be seriously considered. This is
particularly true for the midgap technique.

The same discrepancy between the midgap-AU; and
the CP technique is found for these VDMOSFETs after
stress by FN injection, where also C-V method is ap-
plied [48]. Before considering this problem on VDMOS-
FETs, we suggest that a systematic study of the I-V,
different C-V and CP methods on the same uniformly
stressed long-channel conventional MOSFETs has to be
done. In these conditions, the problem is 1D, and all
these techniques sense the same part of the interface.
Such a study is still missing in the literature.

From the results in Fig.10, it follows (like for data in
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Fig.9) that the trap density strongly increases with ap-
plying positive gate bias in anneal. In Fig.10, the shift
in the CP characteristics in the deep-CP-subthreshold
region corresponds to an interface charge of about
8 x 10t em ™2, which is of the same order as the mea-
sured Ny. According to the discussion above, in this
case the nature and trap profile Du(E) in the lower
half of the gap ought to be know for the calculation
of the AN,z. The profile Dy (E) can be measured by
advanced CP techniques [50],[55].
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Abstract: Modern electric drives are characterised with application of digitally controlled power
electronics converters. For proper design of control and power electronic converter circuit, a computer
simulation is necessary. Usually, the simulation model consists of power electronic converter model
with its control circuit and model of the electric machine with a load. A variety of models are available
for each part. In this paper, the review and discussion of different AC/DC converter models are
presented. In the first part, the models of power electronics converters are selected for different
application. Then, the models of the particular electric machine type and control circuit are shown. At
the end, examples of DC motor drive supplied from the current type of AC/DC converter and AC
motor drive that apply voltage AC/DC converter with PWM control are shown. The simulation scheme,

voltage and current waveforms are given.

Keywords: Mathematical modeling, Power electronics converters, Drives

List of symbols:

C - capacitance of input filter.

Cq - capacitance of DC link filter.

cos®; - displacement power factor (DPF).

Eq — e.m.f. of DC motor.

F(s) - transfer function of the control circuit.
h - harmonic order.

HDI — individual harmonic distortion of input
current.

ligc(@t)] - input current matrix.

lacF(s) — Laplace presentation of the current at
input terminals of LC filter.

ligch(@t)] - input current h-th harmonic matrix.
lac(s) — Laplace presentation of the current at
input terminals of the rectifier.

lach — h-th harmonic of the current at input
terminals of rectifier.

lacFh — h-th harmonic of the current at input
terminals of LC filter.

iacts iaco: iacs - line currents in phases 1,2,3.
| - DC motor current.

I, — rated DC motor current.

io, id , iq - zero, d and g component of AC current.

J - moment of inertia.

kpj - gain of current sensor.
kpg -9gain of speed sensor.
kg, - gain of speed regulator.
L - the input filter inductance.

Lq - DC motor inductance, armature inductance.

Ly, - supply inductance.
m(_and my, - load and base torque.
P — active power.

PF - power factor.

R - dumping resistance of the filter.

Ry - DC motor resistance, armature
resistance.

Re - overall resistance at the AC input of
converter added to on-state resistance of
power semiconductors.

S — apparent power.

s - Laplace transform plane.

[ T]- Transfer function matrix.

T and Ty, - armature and mechanical time
constants.

Ty — load time constant.

THDI — total harmonic distortion of input
current.

[ T, 1— Negative sequence transfer function
matrix.

[ Tp ] - Positive sequence transfer function
matrix.

Tpj - time delay of current sensor.

Tpe - time delay of speed sensor.

Tg — switching period.

Tt - time delay of rectifier.

T, - time delay of speed regulator.

U.c - supply voltage.

[ugc(ot)] - input voltage matrix.

[ugch(ot)] - h-th harmonic input voltage matrix.
Uge» Uac: Uac3 - balanced phase voltages of
phases 1,2,3.

Uge1hs Uac2h: Uacah — the h-th harmonics
voltages of phases 1,2,3.
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Ug(at) - DC motor or DC side voltage.

Ugo - average value of DC voltage.

Ugh — value of the DC voltage h-th harmonics.
Up, — rated DC motor voltage.

[ugh(t)] - supply voltage matrix.

U1, Up, Uz —maximum values of phase
voltages 1,2,3.

Uqh » Uop , Ugp — maximum values of the h-th
harmonics of phase voltages 1,2,3.

X, - rectifier transformer or commutation
inductance.

Xp - network inductance.

1. INTRODUCTION

An electrical energy converter in a modern
variable speed electric motor drives, consists of
power electronic converter (single or combined),
control circuitry and electrical motor (electrical to
mechanical energy converter) with it's load
torque. For proper analysis and design of drive, it
is necessary to develop models for all mentioned
integral parts.

Models of electrical machines are well known
[1,2]. General electric machine model can be
represented by a set of equations representing
electromagnetic and mechanical properties [1].
Such approach is very complex and assumes
complicated mathematical apparatus - linear
transformations are used. The transformed
models are developed for each type of electric
machines in form of differential non-linear
equations with time invariant coefficients.

Drives, control strategy and control circuitry
are also well described [2,3]. In the last decade,
switch mode control techniques, such as pulse
width modulation (PWM) have prevailed over
phase controlled ones. However, such
converters require fast switching components,
capable of operating on high frequencies and
special consideration during converter design.

Modelling power electronics converters is a
broad subject, which can be considered as
modelling AC/DC converters, DC/AC converters,
DC/DC converters and AC/AC converters. The
aim of modelling is to provide transfer function of
converter in a form suitable for further connection
to other blocks of a drive.

The general form of a power electronics
converter is a nine-switch AC/AC converter
called matrix converter [4]. All other types are
special cases of it. It is developed for application
in variable speed AC motor drives, which are
rapidly replacing existing DC motor drives.
However, it requires bilateral (four-quadrant) type
of switch, so it is stil not adopted from
manufacturers. Present, solution for AC drives
consists of AC/DC converter at supply end and
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Xc and X|_— input filter inductances

[XNR ] - the h-th harmonic line inductance
matrix.

Z 4p - load impedance at harmonic h.

¥y - flux.

¥¢n, - normalized nominal flux.

0p — phase angle of DC current h-th
harmonics.

®, - displacement power factor (DPF) angle.
o - angular frequency of supply.

s, O , Oy - actual, base and nominal angular
speed.

DC/AC converter at motor end. Such converters
are performing the same conversion, in two
steps. The converters themselves have the same
configuration, while the flow of power is in
inverse direction. Therefore, they have the same
transfer function, i.e.; they can be modelled in a
same way.

For power electronic converters modelling,
two general approaches have been presented:
modelling in the area of large signals and in the
area of small signals. The first group of models is
applied in analysis of power electronic converter
input and output characteristics, while the
second in obtaining linearized converter and
control circuit transfer function for use mainly in
DC/DC power supplies. In this paper, large
signal modelling will be treated and discussed.

The model of power converter can be in form
of macro model or micro model, depending on a
way the power switch has been modelled. For
the process of micromodeling, it is necessary to
know a large number of physical parameters of
switch as well as the semiconductors physics.
Such approach is used in program SPICE.
Although the micromodeling is very useful in
semiconductor industry, for study of power
electronic converter in a drive or other
application macro model is quite adequate.
Furthermore, considering the computer time and
the need for joining model of converter, machine,
power supply and control circuitry together,
macromodeling shows better results than
micromodeling. The most simple macro model of
power switch is the ideal switch with the zero
resistance in on state and infinitive resistance in
off state.

The most common converter in industry is
AC/DC one, whether it works in a DC drive or
together with inverter in an AC drive. The
customary approach in AC/DC converter
modelling is to use steady state conditions and
undistorted power supply.

Three-phase line-commutated, uncontrolled
(diode bridge) rectifiers are usually applied in AC
motor adjustable speed drives or in DC servo
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motor drives. They are easy to model, as they
are line commutated. Due to smoothing capacitor
in DC link, discontinuous conduction of the diode
rectifier ocours resulting in high input current total
harmonic distortion.

Three-phase line-commutated, phase-
controlled AC/DC converter, supplying DG motor
drives is one of the most applied types. Models
of such a converter differ in complexity t0 fulfil
different tasks, so idealized, quasi - real model
and real model of converter are recognized [5].
Models in generalized form, which can be quasi -
real or real, are based on transfer matrix and
considered in this paper.

However, above  mentioned AC/DC
converters are acting as sources of voltage and
current harmonics. They also have progressively
poorer power factor with decreasing of output
voltage. Disadvantages of three-phase line
commutated converters can be improved if pulse
width modulation (PWM) control and force
commutation are applied [6]. Such PWM
controlled AC/DC converters, known as PWM
reciifiers, have found application in DC motor
drives, PWM rectifier-inverter frequency
changers etc. A much better power factor - close
to 1, is achieved, but application of a low size AC
fiter for input current and voltage harmonic
minimization is still necessary.

Further two types of AC/DC converter -
current or voltage exists. Continuous or constant
DC current achieved by DC link inductance
characterizes current one. Voltage AC/DC
converters can be recognized by DC side
capacitance, i.e. continuous or constant DC
voltage. As duality of both types exists, it is
sufficient to examine only one [6].

In this paper, modeling of both types is
described in detail, while all results can be easily
applied to both current and voltage DC/AC
converters as well. The authors developed
models for two classes of current AC/DC
converters - phase controlled one and one
controlled by means of PWM using the MATLAB
4.2 software [7], especially SIMULINK toolbox.
That software has been used because of a large
number of different simulation blocs (linear and
non-linear) and because of quality algorithms
available for simulation. Models can be used for
reliable estimating of converters behaviour in
cases of unbalance in supply network or
distorted power supply in both transient and
steady states of drive.

At the end, complete model of DC motor drive
supplied by a PWM rectifier and two models of
AC drives supplied by AC/DC/AC converters are
presented as examples. The models are applied
for analysis of transient and steady state
behaviour of converter, for investigation of line
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current harmonics and characteristics of control
circuitry.

2. MATHEMATICAL MODEL OF AC/DC
CONVERTER

Fig. 1 displays the basic configuration of the
power part of the system consisting of: three
phase current source AC/DC converter which
supplies the DC load that can be either the
accumulator charging system or the DC motor
drive. Switches P1-P6 are thyristors in case of
phase-controlled converter. In case of PWM
controlled converter, they are formed by the
serial connection of power transistor and dicde.
On the AC side of the converter a LC filter is
connected in order to minimise the supply
harmonics. Filter capacitance also prevents
voltage stresses on semiconductor devices and
therefore serves as the snubber.

By the change of state of power switches
during the converter operation configuration of
circuit is constantly changing. Such behaviour is
very difficult to model. In circuit that consists of n
switches, possible number of states is 2N, Large
number of possible states is the main problem in
formulating the equations that explains dynamic
performance of the converter circuit.

One of the approaches in converter modeliing
is based on the fact that circuit is moving through
the working states. Each of the states is defined
by different equations and pass from one state 10
another is defined by certain criterion. Such
criterion can be: Change of sign of one state
variable, decrementing of state variable until zero
levei etc. State variables calculated at the end of
one interval are used in another and such an
operation is performed cyclically.

Models of AC/DC converters are needed for
different purposes with various level of
complexity. idealized, quasi-real and real models
can be distinguished, depending on level of real
parameters approximation. Each of these models
can be further divided into sub-groups, so
following classification can be proposed:

e models that represent an AC/DC converter
as a simple current source (idealized model).
Application - for rough harmonic analysis in
power networks, or harmonic power flow etc.

e« models with idealized input voltage, output
current and converter parameters, which use
transfer matrix (idealized model). Application
- for education purposes, quick (brief)
engineering analysis of converter.

e models with inclusion of line and load
inductance (quasi-real models). Application -
modeling and line harmonics analysis.

o models with complete set of equations, (real
analysis). Application - for full analysis,
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control  circuit parameters calculation,
transient and steady state analysis.
models in generalised form (real analysis).
Application - research of the effects of
unbalance, network harmonic distortion,
errors in switching impulses, e.t.c.

Covering all these models will resuit in
lengthy paper. Therefore, only models that use
transfer matrix, either as idealized or as real
modeis, will be presented.

2.1 Model which use transfer mairix (idealized
mogdei}

Transfer function matrix [ T ] connects directly
input and output current and voltage.

(iacl(a)t)

& \ — i
z.aczgwt, =[rf 1, (o)
zacS\wt)

ﬁac(wrﬂ= M

[ uacl(wt)
U (o) =[T] [uac (wt)}: [T]|u, (@0 |=
uac3 (@)
" U, sin{wr)
=[T]-| U, sin(wr - 270 /3)
U, sin(wt + 27 /3)

(2)
Transfer function matrix is defined as a set of
time dependent switching functions of converter
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legs (T4 to Tg ) or converter switches (SWyto
SWeg )

SW, SW, SW.]
[ 1 °" SJ(S)
6

SW2 SW4 SW

Switching functions of switches SWq to SWg
have value 1 when switch is ON and 0 when
switch is OFF. The characteristic of current
controlled or DC current link converters is that
Boolean sum of upper or lower switches values
must be always 1:

SWE + SW3 + SW5

SW2 + SW4 + SW6 =]

Transfer mairix model can be applied to both
types of current controlled AC/DC converters,
line commutated and PWM rectifier (fig.1). In the
case of the line commutated rectifier, switching
function has only one pulse of width 2n/3, while
for PWM rectifier it has NP pulses of different
width, depending on carrier frequency,
modulation index and type of PWM technigue [8].

In both cases, process of commuiation is
neglected, which is good enough for PWM
rectifier modelling, but not for line-commutated
rectifier. For line-commutated rectifier, the
transfer function can be corrected with additional
amplitude level of value 1/2, which represents
commutation process. Other solutions are also
possible, but without application of transfer
matrix - quasi-real modeis [5].

[T]z[Tl ) T3]=

=1
-4

Ido(=1d

B

|

swa

£
5

Fig.1 - A general scheme of AC/DC converter.
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2.2 Generalised model with transfer matrix
(real models)

A general model using transfer matrix

consists of four general equations [9]:

o Z’taclh

Ud (wr) = [T]'Zkach(wt)]: [T] 2 Uocon

h=1
uacBh

In the case of unbalance and switching
function errors, similarly to [8], transfer and input
voltage matrix can be represented with two

U d (wt) = {[Tp ] + [Tn ]} ; {‘:uaclp (wt)] + [uacln (wt)]+ Z[uachp (wt)} + i [uachn (wt)]}

In this way, the influence of network voltage
harmonics, supply voltage unbalance and

Uy@n= [Tp ] ' [uacl p]+ {Tp' ] [uacln J [Tn } [uacl p ] " [Tn } [uacln J+
e 15l 1o | S bk 5oy S

h=3 h=3

The first four addends represent effect of
unbalance and switching function errors in case
of "clean" network, while the others effects of
unbalance and switching function errors in case
of existing network “pollution”. The products of
positive component of the transfer matrix with
positive component of the input voltage matrix
and also negative component of the transfer
matrix with negative component of the input
voltage matrix (the first, the fourth, the fifth and
the eight addend in (7)) yield to the DC
component of the output voltage and the

Id(a)t)=(UdO-—Ed)/Rd +;[(Udh/2dh)-sin(ha)t+¢h )]

The presence of DC current harmonics (the
second addend in (8)) represents DC current

ripple.

b @))=T 1, (on)- g&ach (@)

4. Equation for AC voltage at point of common
coupling (PCC) (fig.1) in which the effect of line
inductance unbalance is included:

oo

h=1 h=1

Sh @)% {[ush @)k, )
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1. Equation for DC voltage, in which the effects
of supply voltage unbalance, presence of
harmonics in supply voltage and switching:
functions errors are included:

_ [y, sinthar - ¢,,)
= [T]- 3| U, sin(hot - ¢,,)

(6)
=\ U, sin(hot — ¢y,
balanced - matrices - positive (index p) and
negative (index n) ones: :
(6)
h=3 h=3
switching function errors can be easily
explained:

7)

characteristic harmonics such as 6,12,18 etc.
The cross products between respective positive
and negative sequence components of the
transfer matrix and the input voltage matrix yield
to the DC voltage's uncharacteristic harmonics,
such as 2,4,8,10, etc. For idealized case
(balanced and error free operation on "clean”
network)  respective  negative  sequence
components are zero and higher harmonics i.e.
uncharacteristic harmonics are also zero.

2. Equation for DC current, which include the
effect of DC current ripple:

8

3. Equation for AC current in which the effects of
all above mentioned phenomena are included
indirectly: ,

9)

10
d(wt) (. )

4 liach (wt)J}
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The matrix of line inductance [Xnp 1 includes
network inductance X, and rectifier transformer
or commutation inductance Xc.

3. MATHEMATICAL MODEL OF THE DC
MOTOR

The basic mathematical model of DC electric
machine describes its electromagnetic and
mechanical subsystem [1]. It is very complex and

not suitable for engineering calculation.
dil d 1
=
dt R d
dw,
TmT—l//fId—mL, Tm

4, AC FILTER TRANSFER FUNCTION

AC side filter (Fig.1) can be modelled in per-
phase manner:

1+ sRC
= +
L O =Gre kv L= )
sC
+
Fictsrc 10«

If the dumping resistance is neglected the
standard form of Fourier domain equations for
AC filter analysis can be obtained [6]:

Iach
Iath 1 h2 2
Lor= I“l \/1 W= XD (14)
2 XL ' N Il
w N; XLzXL =
XC Uac
X Xc Iacl (15)
Uac

THDI, HDI and power factor (PF) can be found
from (2) and (3) in the following manner:

(Ud—l//fa)aj—ld,Td=Ld/Rd

(k, /K, W, (14 5T,)
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Therefore, linear transformations are used and
models are developed for each machine type.

A model of separately exited DC motor with
adjustable armature voltage presents DC
machine modeling. DC motor is represented with
voltage and torque equations including load
torque. Armature current is only considered, with
flux as a parameter. The equations are
normalised with DC motor rated values (Up, I,

Op ):

(1)

(12)

12

HDL.= HDL:—|1- [ /X]

(16)
THDI... = ,/ ZHDIM

PF =_Ii~ cosCI)

S \J\+THDI..,

The displacement power factor (DPF) angle @,
can be derived as:

U ]_m[ X, 1. (19)
I.Xc U.l-X./X.)

By observing the equation (7) one can notice that
@, (and DPF) strongly depends on the
modulation index (through the l,). Therefore, by
the use of the classical off-line control method it
is not possible to obtain the unity power factor
through the transient states of the drive.

(17)

(18)

D, =atan(

5. CONTROL CIRCUIT MODEL

Control circuit is represented by its transfer
function Fg(s) [10]:

F,(s)= ;
Y ST, T, -(1+sT, )+ (k

pov o

6. MODERN DC DRIVES

Modern DC drives consists of fully controlled
AC/DC converter supplying DC motor loaded

ko /R, W 5 (L 5T,

© T, =2(T, +T,)+T,, (20)

with mechanical load. The converter is
connected to the power supply via input
inductance X, representing the sum of rectifier
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transformer leakage inductance and parasite
inductance of cables, or the sum of commutation
inductance and parasite inductance of cables. As
a method for harmonic reduction, three-phase
capacitor battery was considered at the
converter's input, forming with input inductance a
simple LC filter. Fig. 2 shows block diagram of
complete drive together with details of the load
and control circuit.

ELECTRONICS, VOL. 3,NO. 1, JUNE 1999

The mathematical model of the complete DC
drive have been developed and used in analysis,
i.e., the models of the DC motor, AC/DC
converter, closed-loop control circuit and power
supply. For easier model solving MATLAB
software have been used [7]. A block scheme of
complete drive, represented in MATLAB notation
is shown on fig. 3.

AC/DC CONVERTER

- I

sw2

.
C‘& S
PCC

DRIVERS

QPTO
ISOLATION

(PWM)

| %
[
swsw ‘ Lg

1 Ug R

|

1 +

c Eq

\ m,,®

&
my,
| Current >
d transducer .
TG
Speed
transducer
FILTER
I - ol _
H : + I gret T F O
D; @ 7"— Do(
GENERATOR a <' é @[ AE
Limit=1.75*1 4

Fig.2 — Block diagram of complete drive with line side filter.

Fig.3 — MATLAB diagram of complete DC drive model.

Block named “AC/DC converter” represent
either line-commutated, phase controlied or
PWM controlled rectifier. Their MATLAB models
are developed separately according to previously
described methods.

6.1 Line-commutated recifier supplied DC
drive modeliing

Fig. 4 represents MATLAB diagram of line-
commutated phase-controlled rectifier. As an

example of model application, output (DC) and
input (AC) voltage and current wave shapes of
during steady state are given on Figs. 5 and 6,
respectively. Such model was also applied for
step response analysis and control circuit
optimization. Fig.7 shows the resulting current
and speed referring to0 nominal ones. The
oscillatory variations of input current during the
first half of start up can be observed. This
indicates that some actions must be taken in
optimization of control circuit parameters.
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Fig.6 - Line-commutated rectifier input (AC) voltage and current wave forms.
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Fig. 7 - Step response of motors speed and current in case of phase controlled rectifier

6.2 PWM rectifier supplied DC drive modelling

A model of DC motor drive supplied by PWM
rectifier using MATLAB software notation is
shown on fig.8. Separate models for power
supply, DC motor and control circuit were also
used as above. They are brought together to
form a model of the complete drive. Such
approach offers accurate results, but it is very
complex - real model. It requires special software
configuration and consumption of computer time.

The results of model application are current
and voltage waveforms at the both ends of PWM

rectifier i.e. line side and load (motor) side
voltage ‘and current. They are shown on fig.9.
The model also enables complete harmonic
analysis of injected harmonic distortion, during
both steady and transient states. Fig.10 shows
an example of model application for the input
current harmonic analysis. Individual harmonic
distortion time function (HD i(t)) during DC motor
drive start-up and speed change with constant
load torque has been regarded. Such analysis
enables optimization of size and performance of
input AC filter for harmonics elimination and
power factor correction [11].

in_1
(Modulation index)

L

Uaref

<IN

Proct

Product1
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'4, + -

B>

ie 214
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out_2
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ife 14
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<l 5 > i
o
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| Sum7 -

*

Productd

Fig.8 - Block scheme of PWM rectifier model realised in MATLAB software.
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Fig.9 - PWM rectifier voltage and current wave forms: a) DC - output current an.. voltage, b) DC -
output current and voltage during start-up, ¢) AC - input current, d) AC - input voltage.
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Fig.10 - PWM rectifier input current harmonic distortion during start-up and speed change of DC

motor drive.
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PWM RECTIFIER IN AC DRIVE

Another application of both line-commutated
or PWM rectifier is in modern AC drives. They
are connected at the line side terminals forming
the necessary rectification for DC link voltage to
supply DC/AC  converter. Usually, line
commutated rectifier is uncontrolled. In high
performance AC drives PWM rectifiers are
applied, enabling bi-directional power flow. As
constant DC voltage is required, such rectifiers
are voltage types. However, in case of AC motor
controlled by current-sourced inverter (CSI), a
PWM rectifier of current type (CSR), presented in
chapter 6, is applied.

7.

7.1 Voltage link PWM rectifier in AC drives

Fig.11 shows block diagram of voltage
AC/DC converter (PWM switch mode rectifier) in

ELECTRONICS, VOL. 3, NO. 1, JUNE 1999

voltage linked AC/DC/AC converter implemented
in U/ control of induction machine. Anti parallel
connection of power transistor and diode forms a
bi-directional switch Q. Converters model in
accordance with [12] have been developed
under following assumptions:
1. Supply voltages (ui, i=1
and sinusoidal

Supply inductance are linear, saturation is
neglected

Load, i.e. load current g, can be
represented using the resistance rn. and
voltage source U,

,2,3) are balanced

2.
3
Non-linear and non-stationary model of switch

mode rectifier in the state-space representation
is given by the following equations:

W

idc
—

A

1L
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uL

%m

ﬁ/

i

1
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I
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|
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Fig.11 - Block diagram of boost PWM rec_tifier in AC/DC/AC converter.

x=E"Ax+ Bu

(21)
A= [iacl iacZ iac3 Udc]r (22)
U= [I/iacl uac2 uac3 uL]r (23)
L 0 0 O
0o L 0 0
E = (24)
K 0 L O
0 0 0 C

where SW,, i=1,2,3 are the switching functions of
converters legs with following meaning: SWi=1
=> upper switch is conducting, SW;=-1 => lower
switch is conducting and SW;=0 => non of the
switches is on. Such system can be transferred
to steady-state equations using the dg

3 ]
R, 0 0 A SWESW,
oo {sws3swi)| @
o o -x {swiEsw]
SW. SW, SW, =
L ro i
1 0 0 0]
010 0
B=lp 01 0 (26)
000 —
L re

transformation, which is well known from the
theory of electrical machines [1]. Transformation
is defined by the use of the transform matrix T
and T
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i g® & 0] Y 1 0]
1l1 - ) ej(at——3—) 0 o1 jox Jer—=) e
= N @ e = Bl L@y jas (27)
1 _J(HH’—S—, JjC 5 O 3 e 3 0
0 0 0 43 00 0 43
. 4 -1
Xag = {lo . 1, Udc]r =T x; x= T Xag (28)

If the system is balance, zero components do not

exist.
In addition, if fast and accurate control of

input current is obtained (for instance by the use

of hysteresis regulators) it is possible to simplify
the model with only one command value and that
is reference of the phase current (jrer ):

AL

L ‘
3 jL —— 0 0 poysnyy 5
[ Lid ’ TS i i 2/2_—’.? d
° d
til=l 0 jer-E o |G |+ 2% (29)
.q TS 7 2TS ref
C 1 _ua‘c
bea: as s - Mo
L e | FL ]
_ ‘\/—g‘\/_z_U | R—;L'] . __’\/gLiref _ \/5'\/_2—[] _ _L _ﬁLiref (30)
S T.)“ 21, | 4| 2 T, 2T,

if the PWM rectifier is controlled in such a
way that switching frequency is nearly constant it
is possible [12] to use the well-known state
space averaging method to get a linearised
transfer function.

The above described model was use to test
and compare a novel approach in control circuit
realization (adaptive regulation) aiming to
improve overall dynamic characteristics of drive
and to decrease line current poilution [13]. The
complete drive has been modelled (including:
PWM AC/DC converter, DC link, inverter and U/f
controlled induction machine) using the
SIMULINK toolbox of the MATLAB. Fig.12 shows
waveform of reference (iy) and actual phase

current (i;). It can be seen that real current
follows reference inside the hysteresis band and
that the first harmonic components of AC side
current and voltage are in phase i.e. that unity
displacement factor is obtained. The obtained
spectrum of phase current is presented on
Fig.13.

Time response of DC voltage to situation of
loading and unioading of induction machine with
+50% of nominal load is shown on figs. 14 and
15. In the case of adaptive regulation (fig.15),
response is significantly faster, which is a
consequence of possibility of better DC voltage
regulator construction comparing to classical
hysteresis current controller.
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Fig.12 - Reference and actual phase current
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Fig. 13 - Frequency spectrum of input current
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Fig.14 - DC voltage - classical regulator

7.2 Current link PWM rectifier in AC drives

Fig. 16 shows the AC drive where the CSI
- supply the AC machine with the variable
frequency currents. The current magnitude is set
by the appropriate AC/DC converter control. The
PWM pattern is implemented for the converter
control purposes. The characteristic of such
configuration is appearance of interharmonics
(harmonics that exist at the frequencies that are
not related to the supply frequency). The
interharmonics appear as the consequence of
the fact that both the rectifier output voltage as
well as the input inverter voltage (rectified
voltage from the machine terminals) form the DC
link current. Thus, AC supply currents consist of
the characteristic rectifier harmonics modulated
by the harmonics of the inverters output
(machine input) harmonics.

Elimination of the interharmonics is very
difficult, because the supply harmonic
components vary with the angular velocity of the
motor (or the CSI output frequency) that is
changing. Therefore, use of passive filters is not
possible, since the danger of the resonance. The
above-described model has been also used for
testing of a new control strategy to eliminate the
interharmonics [14]. Fig. 17 shows the proposed
on-line regulation method for active current type
rectifier. The magnitude of the AC current
reference is formed by the output of DC current
Pl regulator. If influence of the no-load line
current can be neglected, then the reference
supply current magnitude equals:

A

2
Ia,b,c_ref = ‘/Ela,b,c_ref = \/——;Idref (81)

210 e
varvy, | Uac
am 400
amt a0
a7
a8 280 J
aso b
sl 340
m -
& a2
am}
a1 s .
Ba Y oA 1 12 Ta Wha 08 Y 1 12 T4
7] LiE]

Fig.15 - DC voltage - adaptive regulator.

The sinusoidal templates, in phase with supply
voltages formed by the synchronization signals,
multiply those reference magnitudes. Reference
signals are compared with actual line currents
and their difference is fed to hysteresis band
current controller. Output from the hysteresis
controller forms bi-level switching signals SB
necessary for the rectifier control. From the bi-
level signal (SBi, i=1,..,3), a tri-level signal (STi,
i=1,..,3), necessary for proper operation of
AC/DC converter is derived: ST1= SB1-SB2.
For the inductive type loads it is necessary to
ensure the existence of the DC current path that
must be obtained within the converter. Since only
two of the switches conduct at the same time -
one in the upper and one in the lower part of the
bridge, then the gating signals (SWi, i=1,..,6) can
be derived from the tri-level signals in the
following manner (example is given for the SW1):

SW1=_ST1v (STIAST2AST3AST4) (32)

This means that the switch SWi should be gated
when its tri-level function is active or when its
complementary transistor conducts and none of
the switches in the same bridge leg (upper or
lower) conduct. The complete system including
the AC supply, different rectifiers, DC link,
inverter, AC machine and the control circuitry
was modeled and simulated using the SIMULINK
toolbox of MATLAB. Converters were modeled
using real macro models based on non-linear
transfer function approach described in chapter
2, while the AC machine was modeled using the
dq domain theory with inclusion of the saturation
effects [2].
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Figures 18 and 19 show the results of the first case interharmonics are reduced, while
simulation, the AC current wave forms and their  in the second case they are fully eliminated by
spectrums in case of standard PWM and on-line  the proposed control method.
controlled PWM rectifiers. It can be seen that in
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Fig. 18 — Standard PWM rectifier: fe=30Hz, reduced interharmonics at f= [50Hz+6*30Hz|=130Hz,
230Hz
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Fig. 19 - On-line controlled PWM rectifier: fe=30Hz — eliminated interharmonics.

10. CONCLUSION

The paper summarised different approaches
in energy converters modelling. Special attention
is paid on power electronic converters modelling
for both line-commutated phase controlled and
PWM controlled AC/DC converters. For research
of contemporary electric drives, a model that
uses transfer function is proposed. AC/DC
converter modelling is given in details for two
kinds of converters — current and voltage.
Eleciric machine, control circuit and power
network modelling is presented on the most
universal form.

As an example of energy converter models
application, a brief description of DC motor drive
supplied by current AC/DC converter is
presented. The model includes a closed-loop
control circuit. Results show voltage and current
waveforms. The model is used for investigation
of line current harmonics. It proved to be very
useful, as it enables both transient and steady
state investigations.

Another example shows application of voltage
type AC/DC converter, controlled by PWM, in
modern high performance induction drive control.
The model of complete AC drive is developed
and presented, including closed-loop control
circuit, AC machine model and load variation. It
is used and proved very useful in research of
new control strategies.

A transfer function model is also successfully
applied for research of interharmonics in CSR-
CS| fed AC drives. The resulting new control
strategy prooved suitable for interharmonics
elimination.
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SMART SENSOR CHANNEL MODELING ACCORDING TO
’ IEEE P1451 STANDARD
Authors: SaSa Risti¢, Mile Stojéev, Faculty of Electronic Engineering, Nis

Abstract: A model is an abstract description of a system or a process. It provides a simplified representation
that promotes understanding and enables simulation of many complex electronic systems such as smart sensors.
One convenient procedure for the generation of smart sensor channel model is described in this paper. The
basic idea is based on the following fact: The smart sensor operation is considered as a form of channel signal
processing. We adopted IEEE Std. 1451 as a set of rules for presentation of the smart sensor channel model.
Accordingly, we have decomposed the channel processing structure into several hierarchically organized
modules-blocks. The proposed model was verified during the process of functional simulation. For model
presentation HDL description was used. This approach enable us to simulate the smart sensor behavior in the
earlier phases of its design, and avoid late-stage physical design surprises.

1. INTRODUCTION

In nowadays industrial and scientific measuring-
information and control systems numerious different
transducer types are evident. For example, the system
for monitoring complex power plant consists of
several thousands different sensors for  process
parameter sensing, as well as a couple of hundreds
different actuators for process control. Simmilarly, in
a smart building system, including subsystems for
lighting, air  condition, security,  transport,
communication, etc., there is several hundreds of
sensors and actuators. Huge amount of installation of
these devices leads to theirs massively fabrication.
Such quantitative trend is followed by an increased
requirement concerning functionality, performance
and reliability for smart transducers. According to
this, higher operation authonomy and complete
automatization are attained. It can be said that in such
processes the direct control by a man is reduced,
although his more sophisticated functions are fully
emancipated.

As a consequence of the above mentioned trends, the
design of measuring-information and control systems
(MICS) becomes more and more demanding for
designers. During the design process, two crucial
groups of requirements are evident: The first one
relates to more powerful developing tools, and the
second one to efficient models of the system and its
components. In general, a global system model
resolves different system aspects: hierarchy, topology,
communication protocols, implementation issues, etc.
From the other side, the component modeling
primarly relates to its architecture and functional
description. Both of model types should be specified
by a standard. In last few years several standards
concerning measuring-information  and control
systems were appeared. World leading companies and
standard associations have formed special comities
and working groups for standard specification. In the
field of MICS standardization, efforts of the NIST's

and IEEE's working group for Smart Transducer
Standard development have been pronounced.

Namely, four working groups were formed by these
organizations. The objectives of these groups were to
propose four standards: (a) P1451.1 - Network
Capable Application Processor - Information Model
[1]; (b) P1451.2 - Transducer to Microprocessor
Communication Protocols and Transducer Electronic
Data Sheet [2]; (c) P1451.3 - Digital Communication
and Transducer Electronic Data Sheet (TEDS)
Formats for Distributed Multidrop Systems [3]; and
(d) P1451.4 - Mixed-mode Communication Protocols
and Interface - Transducer Electronic data Sheets
(TEDS) Formats [4]. During 1997, recomendation of
IEEE Std. 1451.2 have been approved. [5].

Objective of this paper relates to functional
decomposition of the smart transducer, i.e. smart
sensor, according to specified behavioral description
and related standard settings. The main part of this
paper relates to a procedure for smart sensor model
developing, as well as the process of functional
simulation as a part of the verification process.

2. BASIC SPECIFICATION CONCEPTS
OF IEEE Std. 1451

We define a smart transducer as a unit which provides
the following functions [6,9]: (a) sensing of a physical
quantity; (b) converting a physical quantity into
electrical signal; (c) electrical signal conditioning; (d)
converting the conditioned signal into digital domain;
(e) digital signal processing; (f) communicating with
other MICS’s constituents; (g) interfacing with the
process in the control loop; (h) converting the
electrical “signal into physical quantity; (1) self-
calibration, influence of offset voltage/current
elimination, auto-zero adjustment, and self-testing.
Functions (a) to (f) and (i) typifies sensors. While
functions from (e) - (i) are reserved for actuators.
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According to this standard, a MICS is a distributed
one. It could be seen as a network of nodes (sensors
and actuators) that communicate each-other on client-
server or publisher-subscriber principle, as well as a
set of monitoring and control nodes for users. From a
user point of view, full transparency of other system's
aspects (such as interconnection issues, topology,
communication protocols, conversion type, data
formats, etc.) is achieved. This important feature
results from the implemented concept of
interoperability. Interoperability means the ability of
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different types and categories system objects to
interact in the aim of doing the common job or the
global function. This feature is realized by organizing
the system functions and services according to some
model of networking, such as ISO's OSI layers
organization [8].

The smart transducer structure derived according to
P1451 standard is shown in Fig. 2. As it can be seen, a
smart transducer is a device including four functional
modules:

/
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Application
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WAN/LAN

Multi-Media Interface
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RS 232, [EEE 488, I'C,
SPI, Fieldbus, Hart,...

‘ Sensor
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Fig. 1. Global view of the system for automatic measurement, processing, management and administration
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Fig. 2. Block-structure of a smart transducer according to P1451 standard

Network Capable Application Processor - NCAP,
Smart Transducer Interface Module - STIM, Channel
Interface Module - CIM, and Mixed-mode Transducer
- MMT. In this moment, P1451.1 and P1451.2
standards define the functionality of the NCAP and
STIM, respectively. The other two modules, the CIM
and MMT, are defined by the P1451.3 and P1451.4
drafts of the IEEE Standard Board, respectively.
Functions performed by the NCAP are the following:
(i) Network services support: at physical level, it
provides an interface with a standard network, while

at the logical level, a support to corresponding
protocol. One typical MICS representative based on
installing smart-transducers is organized into four-
layers, and is pictured in Fig. 1; (if) Application
program running - from aspect of application, the
program (built-in firmware) interprets commands, and
undertakes series of activities (actions) defined for
each command or event; (iii) Providing the correct
interface - according to P1451.2, NCAP is coupled
with hierarchically lower module.




32

The STIM provides support for coupling with the
NCAP, performs processing, and caries out a coupling
with hierarchically lower CIM module. The module
CIM provides coupling with the STIM, performs
processing, and supports coupling with the
hierarchically lower MMT module.

The MMT’s activities are the following: (i) providing

correct coupling with CIM - the interface
specification is defined by P1451.4; (ii) accepting and
interpreting  commands concerning  setting of

operation mode (self-test, self-calibration, normal
operation), and setting optional running condition
from the metrological point of view (the elimination
of voltage/current offset influence); (iif) performing
an interfintra-domain transformation of the measured
quantity or action, and normalization of the magnitude
of the electrical signal (in a case of sensor), or
accepting the electrical signal and transforming it into
the action (in a case of actuator).

It is significant to point out that, concerning the IEEE
Std. 1451, the above-mentioned modules correspond
only to sets of functions that are hierarchically
organized. The standard does not suggest how the
physical implementation should be done. Having this
in mind, we can say that STIM performs his own
functions as well as the functions of transparent
blocks of concatenated channels- (CIMs), and mixed-
mode modules (MMTs). Implementing this concept,
the smart transducer channel is characterized by a
channel data, status information, type of units, etc.
The Std. 1451 suggests seven types of transducer
channels: (a) sensor, (b) actuator, (c) buffered sensor,
(d) data sequence sensor, (€) buffered data sequence
sensor, (f) event sequence sensor, and (g) general
transducer [2]. In the sequel, the basic channel
building blocks will be described. -

3. SENSOR CHANNEL MODEL

Our basic idea was the following: Using functional
and architectural decomposition we can identify each
constituent of NCAP, STIM, CIM, and MMT [10].
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From the functional point of view, we have already
specified the main functions for each module.
Generally, we can say that each module consists of
three  functional  unifs: low-er_level_interface,
processing_unit, and upper_level_in-terface. The first
one provides correct interface with hierarchically
lower module, the second one performs processing
function, and the third one covers all activities
concerning the interface with hierarchically upper
module.

From an architectural point of view, the NCAP,
STIM, CIM, and MMT are composed  of:
xxx_Data_path, xxx_Control_unit and
xxx_Driving_support blocks (for more details see Fig.
5,6, 7, and 8). For example, for the NCAP module the
prefix xxx_ should be substituted with NCAP_.

Protocol_ Application_ STIM

stack Sfinnwer

Tl interface (P1451.2
" CIB interface (P1451.3

STIM Driving
support

functional crganization
(defined by the specification of
requirements)

functional_and_
r architectural
building block

architectural

organization
(defined by

implementation)

Fig. 4 Basic idea of the smart transducer modules
decomposition

7 CIB interface (P1451.3)

CIM_Driving__ 327
support

Fig. 7. The CIM structure on the level of block-
scheme
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Fig. 7 The MMT structure on the level of block-
scheme

The block xxx_Data_path provides resources during
data buffering in data processing or data transfer.
xxx_Control_unit provides control mechanisms for
processing or transfer activities, while xxx_Driving
support provides general services such as: distribution
of power supply, clock signal distribution (uni-phase
and/or poly-phase), generation of accurate time
intervals, generation of referent calibration- and
operating voltage or current signals, etc.

In cross-section area of functional and architectural
blocks, we identify building block, depicted in figures
6, 7, and 8. From figures 6, 7,and 8, we identify basic
building blocks of all modules, as well as specific
building blocks characteristic for a transducer type,
which belong to CIM or MMT modules [10]. In order
to design the architecture of the smart transducer, for
each building block, it is necessary: (a) to create a
formal model, (b) to describe it, and (c) to implement
it. In the following, the model of specific channel
block CNTRL_CONV (Fig. 7) performing the control
during the triggering process will be described.

4. SMART SENSOR FUNCTIONS AND
ACTIVITIES

The Processing_unit of the NCAP runs an application
program named Application_firmware. At the
application layer, this program provides functions
related to network messages interpreting. Application
messages concerning smart transducer activities are
divided into the following three categories: IO_Read
Massages, I0_Write Massages, and Event Massages.
Through the channel, a smart sensor looks like device
that, on the request initiated by the NCAP application
program, performs sensing, measurement or
estimation of the physical value, and returns digital
data representing this value, to the NCAP application.
All activities of any STIM and MMT building blocks
are grouped in two processes: (i) triggering, and (i)
data transfer.

As a response to the I0_Read or IO_Write message,
the NCAP (STIM _driver) generates: (a) the trigger
signal, for transducer data acquiring or actuating, and
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(b) a NCAP-command concerning data transfer. For
the smart sensor channel, this signal triggers the
STIM activities related to the new process of
acquiring data.

Triggering is realized through a handshake procedure
between the NCAP and STIM modules. The NCAP
initiates a trigger signal, then, the STIM responds with
an acknowledgement signal. When the NCAP
deactivates the trigger signal, the STIM will de-assert
the acknowledgement signal. As it can be seen in Fig.
3 a), the operation of the STIM could be described as
cooperation of two processes: (1) Handshaking, and
(2) Data_transfer. The Handshaking is characterized
by states: Initialization, Quiescent, and Shaking, while
the process Data_transfer is characterized by its
unique state - Transfer. During operation, some of the
possible sequences are: Quiescent->Transfer->
Quiescent->Shaking - typical for triggering of an
actuator, Quiescent->Shaking->Quiescent->Transfer
- triggering of a sensor, or, Quiescent->Transfer->
Quiescent->Transfer - reading/writing other data.
Additionally, we have decomposed the state Shaking
as shown in Fig. 3 b). Since the trigger signal has
been, the current state of STIM operation is
Triggered. The NCAP could reset the trigger signal
before the triggered action is completed. In this case,
the state Break becomes active. When the action
finishes regularly (the signal Action_completed), the
STIM activates the ACK signal (state Acknow), and,
on trigger signal reset, it resets the acknowledgement
signal (state Ack_res).

During the state Triggered the trigger signal is active
and the STIM is waiting for action completion. For
sensor channel, this action is related to acquiring and
converting sensor data. Acquiring and converting
activities could be initiated either by the trigger signal
or by a trigger independent mechanism such as a
continual periodical signal. Depending on this, all
sensor channels could be divided into triggered, and
sequential ones. In the sequel we will consider the
triggered sensor channel, only. Channel specific logic
includes two main parts: (a) data path, and (b) control
unit. For the smart sensor channel logic design starts
with describing the behavior during triggering. In Fig.
4 three global activities of the smart sensor channel
are presented: Acquiring_data, Data_conversion, and
Data_valid. Since the trigger signal has accepted, the
activity Acquiring_data is performed. Duration of the
Acquiring_data is defined by the STIM as muitiple
period of data sampling. At the end of sampling, the
signal named Action_completed is generated, and
processing continues with the state Data_conversion. -
Data becomes valid at the end of conversion. In Fig.
4. the activities of channel- and STIM-logic are
presented concurrently.

Models of the STIM’s and channel’s logic, given in
figures 3 and 4 are start points for formal description.
Using the StateCAD tools [7], we will describe the
logic of the smart sensor channel. In Fig. 5 a state
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diagram for corresponding CNTRL_CONV building
block is presented. The first two states in the state
diagram, WAIT_ACQ and ACQ_SMPL, are derived
from the state Acquiring_data given in Fig. 4. The
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other two states are directly taken from the state
diagram in Fig. 4. To obtain a valid data, it is
necessary to complete conversion and to cancel the
trigger signal.

Process_1l:
Handshaking i

Process_2:
Data_transfer

Initialization
kompletna

completed
Data_ transté

b Quissééﬁt

Trigger. signal

Tranfer is active

Shaking

A
. L‘ﬂ
Trigger. signal .
Break < Triggered

Action_compleped

N

a)

b)

Fig 3. The STIM Behavioral model. a) Two concurrent processes; b) State diagram of the STIM

In this moment, the machine enters in state
DATA_VALID. This state is characterized by a signal
for latching the new value (VALID). As it can be seen
in Fig 5, data is latched in a register named BUFF.
This register is a channel data resource connected to a
system bus.

The formal description of the sensor channel model is
verified in a process of functional simulation
performed by StateCAD tools. The resulting text file,
shown in Fig 7, is a report of simulation process. In
the first column, the simulator commands which
involve input signal transitions (RESET, NTRIG,
END_SAMPLE, and CNV_CMP), and the output
signals checking (BUFF [15..0] and VALID) checks
are given. The second- and the third column of this
file represent current- and next state during the flow
of simulation.

The model described by a state diagram (Fig. 5) could
be easily transformed into a corresponding HDL
description (ABEL or VHDL) by choosing one of the
output options in StateCAD tools. On this way, it is
possible to implement the description either as a
FPCA circuit or, as an ASIC chip. The main
advantage offered by StateCAD is an integrated

description of control- and data-path unit depicted in
the same outline editor. The second advantage is that
there is a possibility to generate different formal
design entries at HDL description level.

5. CONCLUSION

A part of design process for a smart sensor interface
module is described in this paper. The main goal of
this description concerns modeling of smart sensor
channel behavior and its functional simulation. The
concept of smart sensor channel model is adopted
from the specifications of IEEE Std. 1451. Itis related
to the key component of modern measuring-
information and control systems designed as networks
(ie. control networks). The STIM module is an
interface module placed between two other parts of
smart transducer: network controller and transducer.
The STIM could be implemented in one of three
ways: by a micro-controller, as a FPGA circuit, or as
an ASIC chip. Nevertheless, the process of modeling
the smart transducer building blocks is crucial and
unavoidable. Successfully obtained model of any
smart transducer channel, supported and additionally
processed by the powerful CAD tools, enables us to
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quickly and efficiently realize the transducer as a  network node.

Activities of the Activities of the
STIM’'s logic channel’s logic

Trigger_signal

|
de-asserted {
Quiescent Data_con- .|Data_valid }
version t
A |
s/
Trigger_sfignal Trigger_signal
asserted asserted (the safge as

at STIM automata)

\
A4 v

Triggered | Acquiring $
) Action_completed data [

(the same as at STIM |

utomata) {

|

Actian_completed

.

Fig 4. Activities of the smart sensor channel at triggering

3
CELSE CONVERT._SMPL

INTRIG & CNV_CMP

ZELSE ZELSE

BUFFS15:0C=(AD_OUT AND VALID) OR (BUFF AND NOT VALID)

“iu_omc = 15:0

CMPLTD = INTRIG & CNV_CMP TRG_SET = NIRIG

Fig 5. The model of the smart sensor channel as a StateCAD’s state machine
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log TRG_SEN.log States | Clock=7 States | Clock=15 States
restart Current Next cycle Current Next lcycle Current Next
radix hex lcheck BUFF 0 check BUFF abed
lerrcnt on icheck CMPLTD 0 Icheck CMPLTD 0
lcover on lcheck TRG_SET 0 Icheck TRG_SET 0
h RESET icheck VALID 0 lcheck VALID 0
} RESET WAIT_ACQ WAIT_ACQ :SE!’%% A%A%UT abed | END_SAMPLE ~ CONVERT_SMPL CONVERT_SMPL
| Clock=0 h NTRIG CONVERT_SMPL VALID_DATA } Clock=16
leycle o mn cycle
Lol BLIEE O | Clogl=.
| treck BUFFabedt
lcheck CMPLTD 0 cycle check CMPLTD 0
icheck TRG_SET 1 icheck BUFF abcd icheck TRG_SET 0
icheck VALID 0 WAIT_ACQ WAIT_ACQ icheck CMPLTD | check VALID 0 CONVERT_SMPL CONVERT_SMPL
[E—— icheck TRG_SET 1 | - -
| Clock=1 icheck VALID 1 | Clock=17
leycle 1 CNV_CMP VALID_DATA WAIT_ACQ lcycie
icheck BUFF 0 | —— lcheck BUFF abed
lcheck CMPLTD 0 | Clock=9 icheck CMPLTD 0
check TRG_SET 1 cycle check TRG_SET 0
icheck VALID 0 lcheck BUFF abed check VALID 0
| NTRIG WAIT_ACQ ACQ_SMPL icheck CMPLTD 0 lassign AD_OUT dcba
................. icheck TRG_SET 1 h CNV_CMP
| Cl;)ck=2 'check VALIDO  WAIT_ACQ WAIT_ACQ h NTRIG CONVERT_SMPL  VALID_DATA
cycle e |
lcheck BUFF O | Clock=10 { Clock=18
lcheck CMPLTD 0 cycle cycle
icheck TRG_SET 0 lcheck BUEF abcd lcheck BUFF dcba
icheck VALID 0 ACQ_SMPL ACQ_SMPL lcheck CMPLTD 0 check CMPLTD 1
check TRG_SET 1 lcheck TRG_SET 1
Clock=3 WAIT_ACQ WAIT_ACQ check VALID 1
cycle | CNV_CMP VALID_DATA WAIT_ACQ
Icheck BUFF 0 I
icheck CMPLTD 0 cycle | Clock=19
icheck TRG_SET 0 icheck BUFF abed cycle
icheck VALID 0 ACQ_SMPL ACQ_SMPL icheck CMPLTD 0 check BUFF dcba
................ icheck TRG_SET | check CMPLTD 0
| Clock=4 [check VALID 0 check TRG_SET 1
lcycle | NTRIG WAIT_ACQ ACQ_SMPL check VALID 0 WAIT_ACQ WAIT_ACQ
icheck BUFF 0 (-
icheck CMPLTD 0 | Clock=12 | Cloc!
check TRG_SET 0 feycle cycle
check VALID O check BUFF abed check BUFF dcba
h END_SAMPLE ~ ACQ_SMPL CONVERT_SMPL | jcheck CMPLTD 0 lcheck CMPLTD 0
I— lcheck TRG_SET 0 icheck TRG_SET |
| Clock=5 fheck VALID 0 ACQ_SMPL ACQ_SMPL icheck VALID 0 WAIT_ACQ WAIT_ACQ
leycie --oneeeenneeees - ommemeemeee e
check BUFF 0 | Clock=13 ‘[ Clock=21
icheck CMPLTD 0 eycle cycle
lcheck TRG_SET ¢ check BUFF abcd icheck BUFF dcba
icheck VALID 0 icheck CMPLTD 0 check CMPLTD 0
| END_SAMPLE ~ CONVERT_SMPL CONVERT_SMPL |[check TRG_SET O check TRG_SET 1
check VALID 0 ACQ_SMPL ACQ_SMPL icheck VALID 0 WAIT_ACQ WAIT_ACQ
| Clock=6 |-emmemmmmmmeemme errcnt show
icycle | Clock=14 | No errors found during simulation
icheck BUFF 0 icycle errent off
lcheck CMPLTD 0 check BUFE abed cover show
icheck TRG_SET 0 check CMPLTD 0 | All 8 transitions have been followed
icheck VALID 0 CONVERT_SMPL CONVERT_SMPL | lheck TRG_SET 0 lcover off
omemeemnmmeenen Icheck VALID 0 log
h END_SAMPLE ~ ACQ_SMPL CONVERT_SMPL
)
Fig 7 Test-sequence with the simulation report
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SYMBOLIC ANALYSIS OF ELECTRONIC CIRCUITS -
DEVELOPMENT AND APPLICATION

Predrag Petkovi¢, Faculty of Electronic Engineering, Ni§
Dejan ToSi¢, School of Electrical Engineering, Belgrade

Abstract — The most important characteristics of
contemporary manufacturing are sophisticated tools
and well trained employees. The electronic industry
depends more then others on the tide connection
between man’s knowledge and machine complexity.
Therefore it is expected from education of electrical
engineers to create experts that should be able to
quickly and reliably answer the question ‘what should
happen if.... One of the most useful tools for
prediction of circuit behavior is symbolic analysis
(SA). This paper describes results of development and
application of symbolic analysis computer programs
at Faculty of Electronic Engineering, University of
Nis, and School of Electrical Engineering, University
of Belgrade.

1. INTRODUCTION

This paper is motivated by the fact that we are at the
end of the decade when a part of scientific community
devoted research to the application of symbolic
algebra for symbolic circuit design. Actually, this
problem was established during the sixties when first
attempts in using computers for manipulation with
symbols were done. Unfortunately, the software tools
were developed primarily to manage with numbers
not with symbols. Therefore, all methods were based
on numeric computation [1]. Simultaneously, the
existing hardware could not support required complex
computation and consequently, could provide efficient
symbolic simulation only of small circuits. However,
it was recognized that SA offers many benefits for
circuit designers. [1]. Hence, as soon as the conditions
allowed, at the eighties, the research in this area was
continued.

Improving of hardware and software background
inspired restoration of SA doctrine at the eighties.
This was supported by increased interest for SA in
two fields.

After fast development of digital ASIC during the
seventies it was realized that the same design
methodology might be useful for analog circuits, too.
Besides, practical applications required integration of
digital and analog circuits within the same chip.
Although the analog part is usually much smaller, it
appears that its design takes much more time. This
disproportionality was caused by the lapse of
development of appropriate supplies for analog circuit
design. The main obstacle in evolution of these tools
was lack of interconnection between functional and
geometric description of analog design. However it
was understood that symbolic circuit function can
band the gap.

Secondly, the clock frequency of digital circuits is
rapidly raised in last years. This caused that many
parasite effects characterizing analog circuits become
evident in digital circuits, too [2].

All of this stimulate the development of SA in the last
decade. As result, several software packages for
symbolic simulation of analog circuits were made [3,
4,5].

Moreover, symbolic algebra find its place in other
technical fields [6].

In our country two educational centers accepted the
challenge to develop their own programs for SA.

Laboratory for Electronic Circuits Design Automation
(LEDA) within Faculty of Electronic Engineering in
Nis, continued research in this field that has been
established by Professor Litovski in 1982 [7]. At
School of Electrical Engineering (ETF) in Belgrade
SA was the topic of Ph. D. thesis done by Mr. Tosic.
Both researches started independently and took two
directions. LEDA focused on development of
algorithms for automatic generating circuit mairix
determinant in symbolic form, while in ETF a
program for SA was grown in environment of
Mathematica program package.

The research of LEDA group resulted with two
generations of program packages for SA. The first
symbolic simulator, SymSim, is written in Lisp
programming language, actually in PC Scheme, (a
dialect produced by Texas Instruments) for PC 286
and MS DOS operating system. The detailed
description of this package is given in the first M.S.
thesis involved in SA in our country [8]. The second
generation of this program, written in C programming
language is named SymSimC , and run under Unix ,
and Linux operating systems.

The result of research in ETF is an original program
package SALECAS that is described in the first Ph.
D. thesis that treats SA in Yugoslavia [9].

The aim of this paper is to present different
experiences in development and application of SA in
our country. But first, in the next section we shall
outline a brief definition of SA, its advantages and
drawbacks. Besides we shall review novel methods
for increasing its potentiality.

2. SYMBOLIC ANALYSIS

Traditionally, the education of electrical or electronic
engineers starts with analysis of a simple circuit.
Paper, pen and elementary algebra are sufficient for
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deriving circuit function. Usually, circuit parameters
and complex frequency are given in symbolic form.
Therefore it is symbolic analysis. This method is
irreplaceable for obtaining clear insight into the
circuit behavior because it enables students to realize
influence of particular parameters to the circuit
response.

Unfortunately, this kind of analysis is not convenient
for larger circuits. Hence, computer programs based
on numerical mathematics were developed for circuit
analysis. The most popular software package for this
purpose is Spice.

The aim of circuit analysis is to give prediction about
circuit behavior before it is produced. The obtained
information may be considered from quantitative or
qualitative aspects. It is obvious that numerical
approach results with purely quantitative data.
However, good insight into circuit behavior requires
knowledge about qualitative dependence of circuit
response to changes of relevant parameters. The most
straight way to acquire this perception offers circuit
function in symbolic form.

Whenever some problem overgrow possibilities of
human mind to be solved quickly and correctly, man
use computer. Of course, then a new problem arises:
how to describe the problem to the machine and how
to interpret its response. This emerges to the base
objective of symbolic circuit analysis (SA).

So far, SA is effectively applicable only on linear
circuits with complex frequency x €{s, z}.as a
variable. Generally, circuit function is a ratio of two
polynomials in x:

n .
Zai(pl,...,pk)xl
H(x)=E£0 )

> b (Proveos D)X
i=0

where coefficients g; and b; are terms in sum of
product (SOP) form in respect to circuit parameters,
Pk

The best way to estimate the benefits of SA is to
compare it with the alternate method for circuit
analysis — classic analysis based on numerical
mathematics, namely numerical analysis (NA).
Actually, these are two complementary methods. In
cases when one becomes inefficient, the other should
be used. The advantages of SA are drawbacks of NA
and vice versa.

The basic benefit of SA is good insight in circuit
behavior. Besides, the result obtained by SA stays
valuable as long as topology of the circuit is kept. In
fact, the result is independent of parameter values.

Moreover, SA is immune to truncation errors typical
for NA.
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Finally, the result obtained by SA is very suitable for
further post-processing. There are two different types
of these activities.

Firstly, that are all applications that require finding
circuit response on different values of parameters
such are optimization [4], statistical analysis [10],
tolerant analysis, fault analysis and fault modeling of
analog and digital circuits [11, 12], etc.

Secondly, the result of SA given in form of (1)
represents functional description of a circuit. As it
corresponds to a known circuit topology, it is used in
sophisticated software packages for automatic analog
circuit design. As a matter of fact it helps in mapping
from functional description to structural [4]. Thus,
there are application of SA in automatic generating
new topologies [3] and for parameter extraction [13].

Unfortunately, almost all good aspects of SA
disappear when circuit complexity arise. Actually,
algebraic expressions become cumbersome and
effects of some parameters to the circuit response
become hidden. Besides, the time needed for circuit
function generating rises exponentially with the
number of symbols. Therefore, a lot of effort is done
to overcome or diminish these drawbacks. Depending
on particular utilization of SA there are two strategies
with this aim. :

For applications that require repetitive evaluating of
circuit function the solutions lay in development of
algorithms for acceleration of circuit function
generation [14] and optimal memorizing and
manipulation with symbols [15].

Secondly, when the issue is good insight into circuit
behavior, algorithms for symbolic approximation of
algebraic expressions are implemented. Symbolic
approximation is a method that automatically rejects
all subdominant parameters from circuit function [16].

3. PRACTICAL EXPERIENCE

A. FACULTY OF ELECTRONIC
ENGINEERING - NIS

At the beginning. of the last decade we proceeded
research of SA that initiated professor Litovski in
1982 [7]. At the time LEDA Laboratory possessed
knowledge about numerical methods for circuit
analysis. All algorithms needed for circuit analysis
were implemented in several original software
packages. All were based on modified nodal approach
(MNA). Therefore, programming the matrix
formulation part of symbolic simulator was not
difficult task. However, there was no experience in
Lisp programming language and appropriate data
structures nether about principles for circuit
determinant generating in symbolic form. Therefore
we started with the algorithm described in [5].
Simultaneously we studied possibilities for upgrading
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with the aim to improve its efficiency Moreover we
developed a new algorithm for factorization that
considerably reduced time needed for circuit function
generation [17]. Figure 1 shows the ratio of
simulation acceleration in terms of circuit complexity.
This example considers a ladder resistor network that
is often used as a benchmark for this purposes. Solid
line denotes case when all circuit elements take
different symbolic values. Dashed line shows the case
when all parameters in parallel and all in serial
branches have same values.
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Fig. 1. Efficiency

factorization

of algorithm ~ for automatic

Paper [18] approves that this algorithm is useful for
factorization of already generated algebraic
expressions.

Our original symbolic simulator, named SymSim, was
successfully tested on many examples.

In the next, this paper will give a survey of
applications and benefits of SA.

We start with one of practical examples that presents
how good insight into circuit behavior can be
achieved by SA. Filter presented in Figure 2. was
developed by Ei EKOS factory within Ei — Holding
Corporation in Nis, to separate different TV signals.
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Fig. 2. Antenna filter

When circuit function in symbolic form is known, it is
very easy to obtain 3D plot that shows magnitude in
terms of frequency and one of the parameters. Figure
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3 illustrates the influence of inductance L;=Ly=L on

magnitude.

Fig. 3. Magnitude of output voltage of circuit
presented in Fig.2 in terms of frequency and
inductance L

An interesting application of SA is stability analysis.
As an illustrative example let us consider feed-back
amplifier presented in Figure 4a [19]. Simultaneously,
Figure 4b shows the amplifier in a form of block
diagram. This presentation is very suitable for SA of
control systems. A specially convenience is
possibility to define blocks in terms of their transfer
function.
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Fig. 4. a) Feed-back amplifier
b) Block representation of the feed-back
amplifier

The best way to analyze stability of the amplifier is to
inspect its circuit function. Therefore, appropriate
Nyquist diagram is plotted in parametric form in
Figure 5a, with amplification A, as the parameter.
Although this is common type of presentation that is
suitable for stability analysis, more descriptive is the
3D presentation shown in Figure 5.b.
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Fig.5. a) Nyquistplotforfeed-back amplifier

b) 3D plot of 5.a)

Program SymSim is adapted for automatic Y- and S-
parameters extraction. Besides, it is accommodated to
accept already generated parameters for next analysis.
At this way hierarchical SA of complex circuits is
enabled. [20-23]. Resulting expressions have nested
form, that can be easily expanded into SOP form.

We have introduced SA in the field of ceramics
material design, [24, 25]. Actually we used a circuit
model of ceramics and generated appropriate
symbolic circuit function. Assuming that relationship
between technology parameters and parameters of the
model are known, one can easily substitute them in
the obtained expression. Then, it is obvious that it is
possible to predict the influence of sintering
temperature, for example, on characteristics of a
ceramics device.

Our experience in the application of SA goes further
then linear analog circuits. We used it for automatic
test pattern generation and for defect modeling in
digital circuits. Actually an original method was
proposed in [26, 27] for CMOS combinational and
sequential digital circuits.

Basic idea was to introduce logic Transistor Logic
Conductance Function, TLCF). Its value shows if
there exists a conductive path between an output and
bias Vgg, or Vg Every transistor is treated as a

controlled switch. Therefore it 1is replaced by a
conductance controlled by a logic state. Then SA
program can give an expression that represents
equivalent conductance between output and bias in
terms of particular conductance. However this is not
sufficient to determine logic state at the output.
Therefore, it is necessary to assign logic values 0 and
1 to the conductance to denote open transistor or
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shorted transistor, respectively. Circuit function given
in terms of these conductances makes TLCF. If there
is at least one conductive path between output and Vau
the output takes high logic state, if there is a path
towards V., output is low. If there is no path nether to
Vg nor to Vg, output is at high impedance.
Oppositely, if both paths are conductive the output
takes an unknown state. This method is suitable for
fault modeling, even for modeling bridging or open
faults, too. With that aim at every critical place in the
circuit an extra conductance can be added. If it take
value O the path is opened, if it takes value 1, it is
closed.

So far we described SA in s-domain. However, the
same efficiency SA shows in z-domain also. This
option, is implemented in the latest version of
program SymSimC. Actually, knowledge that already
has existed in LEDA about numerical analysis of SC
circuits [28] were expanded into symbolic domain.
Differently to some other programs for SA of SC
circuits, SymSimC uses MNA during matrix filling
and is capable to treat operational amplifiers with
final gain [29]. This option is illustrated in the
example presented in Figure 6.

Fig. 6. LF Band-pass SC-filter

Figure 7 shows 3D plot where circuit function is
presented in terms of frequency and final gain of
operational amplifiers.

Simultaneously with research of different applications
of SA we are proceeding to investigate methods for
improvement possibilities of SA. Actually, we are
working on few new algorithms  for symbolic
approximation and on a new algorithm for SA of
complex circuits. We approach to the approximation
at two levels. The goal of the first is to simplify
already generated symbolic expression and to gain
insight to influence of dominant parameters. The other
is aimed to accelerate SA of complex circuits with
neglecting unimportant circuit parameters in advance,
at topological level, before generating circuit function
[30]. From the former approach emerged an idea to
split SA of a complex circuit to several analysis at
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different frequency ranges. This presumes that at
various frequencies, different parameters have
dominant influence to circuit function. Therefore one
gets reduced circuits for every frequency range. The
obtained results have shown that considerable
acceleration of SA can be obtained for some circuits
[31].
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Fig. 7. Influence of final operational amplifier gain
on circuit function for LF Band-pass SC
filter.

B. SCHOOL OF ELECTRICAL ENGINEERING,
BELGRADE

Symbolic analysis at the School of Electrical
Engineering (ETF) in Belgrade has been directed
towards the construction of algorithms that will be
automated in Mathematica.

The underlining idea has been development of a

unique framework for symbolic analysis and design of

linear (and linearized) electrical circuits and systems.
The review of principal research results follows.

Symbolic analysis of lumped linear time-invariant
electric circuits [32] has been implemented in
Mathematica; circuits whose graph is disconnected
can be analyzed [33].

Symbolic synthesis of one class of second-order
filters and amplitude equalizers [34] has been
automated in SALECAS [9] and is carried out in the
complex domain.

Symbolic simulator of linear time-invariant dynamic
systems [35] performs analysis of continuous-time
systems in the complex domain.

Symbolic analysis of DC load flow in electric power
systems, i.e. symbolic derivation of average powers of
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transmission lines in electric power systems [36,37]
can analyze power systems up to 10-20 nodes.

Symbolic analysis of linear microwave circuits
specified by scattering parameters is performed in the
sinusoidal steady state, and complex wave signals are
found symbolically [38].

Analysis and design of active filters is well suited for
symbolic analysis if closed-form expressions exist for
the filter parameters in terms of the transfer function
coefficients [39]. For certain degrees the elliptic
transfer function can be represented symbolically
without the Jacobi functions [40, 41]. If we know the
filter poles and zeros symbolically, we can compute
the filter impulse and step response symbolically, too
[42].

Combinational networks with acyclic directed graph
has been analyzed symbolically [43], and all logical
(Boolean) variables are treated as symbols.

Transfer functions of digital filters have been
efficiently found symbolically [44]. Programmable
digital filters can be symbolically analyzed in the
complex z-domain [45]. Symbolic analysis and design
has been successfully performed in the case of two-
dimensional filters for image processing [46, 47].

Several algorithms for symbolic approximation have
been proposed and automated in software [48, 49].

A concept of unified symbolic analysis of circuits and
systems has been reported in [50].

The current research efforts are directed towards an
automated symbolic simulator of linear circuits with a
single feedback loop [51].

Symbolic analysis of large circuits has been
approached with the hierarchical decomposition into
blocks of known matrix parameters.

The future research directives are symbolic analysis
of multidimensional digital filters, and algorithms for
automated comparison and performance evaluation of
digital filter realizations.

The software package SALECAS, developed in the
doctoral dissertation of D. V. Tosic at ETF Belgrade
[9], is based on the following decomposition.

Matrix approach to the analysis of linear electrical
circuits and systems reveals a unique final form of the
circuit/system equations — the matrix system of
linear equations. What is specific for certain circuits
and systems is the algorithm of forming required
matrices and matrix equations, and identification of
the circuit/system variables. The following text
presents a new and unique concept and formulation of
general symbolic analysis of linear electrical circuits
and systems. The most general concept is proposed
for: 1) representing linear circuits and systems, 2)
representing the symbolic analysis knowledge, and 3)
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formulating required matrices to solve a circuit or
system.

The package SALECAS (Symbolic Analysis of
Linear Circuits and Systems) has been developed in
Mathematica to implement the above general concept
of symbolic analysis.

In the text to follow the symbol CAS will be used as
an acronym for “circuit and/or system.”

At the highest level of abstraction, from the viewpoint
of automated computer-aided symbolic analysis, a
linear electric circuit or a linear system have identical
representations in the form of a list: system =
{"class", "label', components, knowledge}. The
elements of the list are: class - the CAS sort/category,
label - the CAS individual name unique for each
instance of the CAS, components - the CAS
constitutive elements or building blocks, knowledge -
entities, rules and procedures for the CAS analysis.
The following major CAS classes can be identified:
LEC - time-invariant linear electric circuits, MWC -
time-invariant linear microwave circuits, CLS -
continuos-time dynamic stationary systems, DLS -
discrete-time stationary systems, and PS - power
systems. The CAS components represent ideal circuit
elements, microwave network ports, functional blocks
like integrators and differentiators, digital filter
multipliers and delays, equivalent networks for
modeling electronic devices, multiport networks
whose matrix parameters are known, etc.

A CAS component is described by a list:
component = ({"type", "name", connection,
parameters, energy}. The list items are: type - the
component type/sort, name - the component's unique
name, connection - the component's terminals or ports
whose order of appearance includes the reference
direction assumptions of associated variables,
parameters - the component's parameters, energy - the
initial conditions for capacitors, inductors and
integrators.

The required knowledge to analyze a CAS is a list of
the form: knowledge = {library, variables,
matrices, rules, procedures, presentation}. The
corresponding items are: [ibrary - the list of the
component types and their definitions, variables -
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voltages, currents, signals, average powers, etc.
appearing in the analysis and requested as output
quantities, matrices - matrices involved in the
analysis, rules - rules to check the system description
for syntax/semantics, to count variables, to determine
the order of the system, to initialize the matrices, rules
for reserved symbols (the complex frequencies s and z
are special symbols), etc., procedures - are sets of
actions and algorithms to formulate CAS equations, to
reduce/compact this system of equation to solve it, to
find the response or transfer functions, to approximate
the result, etc., presentation - conventions of post-
processing the result of the analysis to make it
suitable for human inspection or machine further
analysis.

A CAS library is a list of types: library = {typei,
type2, type3, ...}. Each type is a list of the form:
type = {symbol, terminals, definition, stamp},
whose items are: symbol - a graphical icon for
schematic entry or displaying of a component,
terminals - a list of terminals of a component,
definition - constitutive equations of a component,
stamp - rules for automated modification of the CAS
matrices according to the component description.

The SALECAS entities and their interconnection is
shown in Fig. 8.

SALECAS is a novel framework for general symbolic
analysis of linear time-invariant circuits and systems,
in which linear CAS are viewed as lists of items
representing their identification, components and
symbolic analysis knowledge. A consequent system
of abstractions is developed to specify linear CAS and
to provide encapsulation mechanisms of analysis
procedures and entities. It can serve as a starting point
for object-oriented decomposition in symbolic
analysis (currently under research and development).

A unique conceptual engine is proposed for symbolic
analysis of physically different systems. These
systems are essentially ‘different in appearance and
physical background, but they have the same
mathematical matrix formulation from the symbolic
analysis viewpoint.
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The SALECAS entities and their interconnection.
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4, CONCLUSION

This paper summarized experiences in developing and
application of symbolic analysis of electronic circuits
at Faculty of Electronic Engineering in Ni§ and at
School of Electrical Engineering in Belgrade. It is
defined Symbolic simulation The definition of U radu
su prikazana iskustva sa Elektronskog fakulteta u
Nifu i Elektrotehni~kog fakulteta u Beogradu u
razvoju i primeni simboli~ke analize elektronskih
kola. Pored definicije osnovnih pojmova koji se
odnose na ovu oblast, istaknute su prednosti i mane u
odnosu na numeri~ku analizu
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THE REAL-TIME SYSTEM IMPLEMETATION OF THE CONTROL AND
SUPERVISION UNIT FOR THE CIGARETTE PACKING MACHINE GD-X1

Milun. S. Jevti¢, Branimir Z. Pordevié, Andrija S. Velimirovic, Viadimir D. Zivkovic
University of Nis, Faculty of Electronic Engineering, Nis

Abstract - A realisation of the system for packing
cigarettes process control and monitoring on GD-X1
machine is the point of this paper. Since it is based
on the hard real-time system, the object-oriented
realization of process visualisation is considered
first. Some applied techniques for on-line built-in
self-testing used for high security in machine
control, are shown also.

1. INTRODUCTION

The visualization of a process (an industrial
or chemical one) is the realization of possibility to
easily recognize, in one place, the process state and
to detect some change in it.

A graphic representation provides the easy
noticing of relevant information from the huge
information set, but it also demands the processing
of the great data quantity due to its generation.
Hence, the visualisation process involves a
significant number of microcomputer hardware
resources and processor time. By that way, the
visualization in a system for control and supervision
in the real-time with a rigid limits (Hard Real Time
System - HRTS) demands the systematic and
detailed realisation.

The software realizing the visualization has

to support the time deadlines in HRTS [I] too.
Besides that, it has to have the compact and correct
code, the ability to control the exceptions, as well as
the completely predictable behaviour.

Having in mind the more complex
functionality of modern control units based on
microcomputers, the demand for the predictable
behaviour puts, in the first place, the consideration
of the work safety. Therefore, besides carrying out
the basic function, the microcomputer control
system has to fulfill some other demands such as:

e high reliability - high probability of the
continuing correct functioning in the given long
time interval, and in the sense of the stable
providing  of the correct functioning of the
system hardware and software resources;

e  high stability - relatively low rate of repair time -
reparation;

e minimal recovery time after the detected failure;

o extremely low level of failure in the short time
interval;

o extremely high probability of transfer to the
safety final state after the appearance of the
wrong functioning;

e easy and timely diagnostics of the failure and
defect;

o safety and protection - possibilities to protect the
system from careless-wrong use or from
malicious .attempt of destroying the system
function;

e responsibility - the system ability fo continue
functioning, eventually with smaller capacity, in
the presence of failure, also without exceeding
the period of critical processes.

Achieving these properties is closely related

(connected) to introducing redundancy in the

volume and time as basic resources of the systemb [2],

[3]. Considering the compromise between the volume
and time has the goal a profitable system, although
the time usually plays the critical role. Especially in
the control systems with the graphically supported
interaction system-man, i.e. with the visualization of
the process where it is handled (manipulated) with a
great data quantity for generating the graphis
representations.

By the realization of the system controlling
the cigarette packing system on the machine GD-X1
tended (gravitated) toward the realization of all
mentioned demands. Naturally, in that measure
(rate) as it is appropriately. By a small redundancy
in hardware and software, the goal is to achieve the
timely failure detection and bringing the control
processes - machine working in a safe state. The way
this is achieved, i.e. the used technique of selftesting
the control unit while it performs its basic function,
will be presented in the following text. Also, the
object oriented realization of graphic interaction for
the visualization and conduction of dialogue in the
system for control and supervision of the cigareite
packing process.

2. GLOBAL SYSTEM DESCRIPTION

The system for controling and supervision
of the cigarette packing process (Fig. 1) will be
examined here limited to the machine for making
cigarette packages - GD-X1. It is realized as the two-
hierarchical ~system  with  distributed  control
functions and the centralized supervising function in
the process computer. Each control unit realized as
HRTS competitively achieves activities of controling,
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following and memorizing the relevant working
parameters, messages exchange with the process
computer and selftesting.

MODEBUS ¢

Fig. I Global structure of the control and
supervision systeri

The process compuler does not directly
perform the control function, so it is realized as
SRTS (Soft Real Time System). It has some
additional activities, such as the supervision activity
over the whole system, the activity of archiving the
process parameters and events, the activity of
generating reports and the activity of realizing the
graphical interaction man-sysient.

The diagram of states of the system for
packing cigareites is given in Fig. 2. By turning on,
the system is in an initial state (INIT), and, after the
self-testing and checking the correciness of the
machine state, it goes into the state of readiness
(IDLE). States of readiness, work (RUN) and
suspension (SUSP) makes the subset where the
severe demands for the work in the real-time are
given.

Real-Time subset

stop '

recover

initialize

off

failure

Fig. 2 State diagram of the system for packing the
cigarettes

The total (whole) activity of the system can
be recognized through the set of the following
factors:

o operating and supervising activities of forming
packages through machine;

o operating and supervising activities of feeding
machine and safety circles of machine;
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o regulation circle of the iron thermoregulator;

o regulation circle of the revolutions number of
the machine engine;

e protocol of exchanging messages by the

common asynchronic communication channel;

processing of the package process parameters;

processing of the excess events;

generating reports on the system work;

archiving of parameters and all relevant events

in the system;

e generating the visual representation of the
process state;

e interaction man-system;

e self-testing of the system.

Each factor [4] can be presented by one

automat of the final states [5] - by the object which
the certain ports are staticly added on. Factors
mutually communicate by the data exchange, and
their working during the time is caused by the
asynchronic external events, the real time clock and
the interior sequence events.

3. "ON-LINE" ERRORS DETECTION

Different "on-line" errors detectors can be
built in the microcomputer system. The basic
principle of these detectors, which work while the
system performs its basic function too, is the
redundancy use in:

o devices (multiplying of hardwares),
e information (redundant codes),

e software, and/or

e time of performing.

Taking into consideration the working
principles, mechanisms for the errors detection can
be divided into three levels:

e circuit level
e system level (functional level), and
e application level.

All previously mentioned mechanisms of
the errors detection are also applied to the realized
microcomputer control unit of the cigarette packing
machine GD-X1. In order to recognize the applied
errors detectors in the control unit, first of all, the
functioning of machine should be presented in brief.

The packaging operation (the cigarette
package formation) is performed by the machine
through 52 operations, ie. 52 positions in the
machine. The work of machine is by principle of
pipeline. In each tact of the machine working, which
corresponds to one revolution of the machine, at
each position the corresponding operation over the
potential cigarettes packages is done and their
moving towards the next positions is performed. So,
besides operating the current (course) of one
revolution - cycle of the machine working, it is also
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necessary to follow forming each package during all
operations, ie. during its passing through the
machine (52 revolutions of machine). By that it is
provided that the detection of some incorrectness on
the package in some operation would be taken into
consideration during the next operations over that
potential package. For example, if the empty tip of
some cigarette in the position for operation of this
testing is detected, that heap of cigarettes should be
thrown out (put out) at the later position for
throwing out. After some tacts in the position for
covering cigarettes for 'empty package', the
aluminium foil should not be pulled for covering
cigarettes, then in the position for packing in the
package wrapping, the wrapping should not be
taken, and so on. Therefore, the marker m is joined
to each potential package, and the marker "moves"
together with it through the machine and influences
the operation performance.

A number of the machine revolutions is
also one sequence of tasks for the machine
operating. It is realized as a sequence led by events.
The synchronization between the tasks of operating
and the phase angle of the machine is realized by the
signals from the machine programmator. It
generates the set of digital signals called an
operating vector, by which the operating sequence is
defined - the sequence of performing the operating
tasks in operating unit during one cycle of the
machine working.

DETECTOR OF THE APPLICATION
LEVEL

One sequence of operating, i.e. one cycle of
the machine working, consists of the final number
of allowed states. All transitional states, in which
any operating task is not performed, are also
included in the allowed states. These transitional
states are results of an imperfectness of the
mechanically adjustment of the machine, in other
words differences that can appear from one machine
to another and in their programiners.

By turning on the machine - starting the
process of the machine operating, firstly on the basis
of detecting two consecutive operating vectors in the
operating unit, the phase is established - the
mechanical position of the machine, and by that the
operating process is put in the corresponding state.

On the basis of the described way of the
machine working, the error detector on the level of
application is realized. Namely, since the allowed
sequence of the operating vector is defined, then
each second sequence or unexpected vector value
are treated as the failure in the operating process.

Transition (transfer) of the operating
process from some state S, ino the next one S, from
the state sequence of the working machine cycle is
presented in Fig. 3. The transition can be achieved
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(realized) directly or across the transfer states SP,
which are less than two.

Only when the vector v, is detected, during
the transition into the state Si the task z, is activaied.
The functions values defining the state of relevant
ON/OFF oulputs are calculated in it on the basis of
the immediate sensors states - u,, and memorized
marker values - m,;, joined fto the potential
packages. By setting the outputs, values of the
corresponding markers are defined, and if it is
necessary they are modified;

z; £5(UM); j=1..k,

U= {ul,uz,...,un}, M= {ml,mz,...,m3z},

k - number of ouputs controlled by the task,
n - number of sensor outputs.

When the value of operating vector,
different from all expected ones, is detected, the task
of error ze is activated and it is trasfered to the state
"STOP MACHINE" and the error message is
generated. It can be gone out from this state only by
manual machine restarting - operating unit.

report

Fig. 3 Diagram of the operating process transition
from the state Si-1 into the state Si

DETECTORS OF THE SYSTEM LEVEL
On the system level, the greatest number of
errors detectors is realized, because they are easily
realized by software by the minimum additional
hardware. Because of the possible place of the
failure appearance  in the operating system,
independently of the used mechanism for the
realization, errors detectors can be classified into:
- errors detectors in a microcompulter,
- errors detectors in sensors -on/off inputs and
- errors detectors in actuators - on/off outputs.

Errors Detection in Microcomputer:

For controlling the correctness of the
programme code in the microcomputer memory, by
which the operating algorithm is realized, a check
sum (CS) for the programme code is-calculated once
in the cycle of the machine working (at the
beginning of the cycle). If by checking the
correctness CS the error is detected, the calculation
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of CS is immediately repeated and the machine and
operating unit are if the error is detected again.

The supervising timer for controlling the
correct working of operating programme is built in
the operating unit. But the build-in procedure of
restarting the supervising timer in the programme
code could not be done by the simple division
(distribution) of the programme code into some
segments. The problem is in the fact that the
machine can work at the arbitrary speed from 0 to
300 revolutions in aa minute. Also, it can be stopped
(by the operator too) in any position, which results
in the software loops (petlja) which duration can not
be predicted in advance. For that reason, in the
software loop, where the next event (the operating
vector) is expected, the procedure for forming and
checking CS for code segments making that loop is
built in. If the correctness of CS is established, the
procedure of restarting the supervising timer (WD)
is activated. WD is initialized on the time which is
defined on the basis of the time of performing the
longest programme sequence of transferring the
operating process from one into another state. T hat
is clearly sequential series of instructions where
there is no a condition (reason) or loop of the
arbitrary long performing.

For the errors detection in data significant
for operating (as the result of transferring error in
the manipulation with data) the simple software
technique of generating two data copies is applied.
The first one as the real values of binary data, and
the second one got by complementing the binary
data. By using data for calculating the operation
function, firstly the correctness of read data copies is
checked. The calculation correctness can be checked
using the complementary operation function. By
detecting the error, the procedure of the detected
error processing is started.

Errors Detection in on/off inputs:

Because of the increase of the reliability of
gathered informations from sensors, the different
ways of detection of sensors errors are realized.
They are different because the significance and
functioning of all sensors in the system are not the
same. According to this, all sensors can be divided
into three groups:

1. Sensors which generate the sequence for leading
the machine operating - operating vectors;

2. Sensors that can have, during one cycle of the
machine working, the change because of the testing;
3. Sensors that can not have one change in the cycle
of the machine working at least.

For the first group of sensors (there are 8
of them in the machine), the error detector is
practically already realized by the previously
described detector on the application level. Each
failure in some of these sensors will result in an
incorrect operation vector , i.e. the incorrect
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sequence of the operation vector. Which sensor has
a failure can be easily established on the basis of
vector values. The only left failure of these sensors is
if all of them stop and permanently generate the zero
vector from the moment when that vector is
acceptable for the operating sequence. Practically, it
can happen due to the break of sensors power supply
and from the moment of turning on the machine.
Detection of this failure is proved by the power
supply line from the last sensor in the power supply
series is connected to one ON/OFF input on a
module which has the built-in selftesting function

(6] and which is checked when the value of the
operating vector is zero.

The second one, the greatest group of
sensors in the machine, consists of sensors which,
only in a certain (definite) moment - phase of the
machine working, give the valid information. In
some other moment - phase, their functionality can
be examined (investigated) registering  the
correctness of the states sensors change in the
moment of appearing the test position (Fig. 4). So, if
they are without a failure, during one cycle of the
machine working, they have to generate, at least
once, the complementary state at the input while the
test position is detecting. Naturally, the software test
procedure in a microcomputer processes these
changes.

- Sensor
—, Position
fest

Operation

<\/‘ positions

Defection
object

Fig. 4 Phases of testing and sensors working

The third group consists of sensors which
continuously and during the greater number of the
machine working cycles detect the same correct
state. For example, deteceting when the aluminium
foil is used up on the roll (ring), or there are no
cigarettes in the basket from where the cigarettes set
of one package is formed, can be happened very
rarely. That state can be detected on several hours,
days, and even weeks. Since there is a need that this
detection be reliable, onloff sensors with the built-in
function of failure autodetection have to be used on
these positions.
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Fig. 5 Ouput signal of sensor with autodetection

These sensors generate the output signal of
the shape presented in Fig. 5. In the case of any
Jailure in sensor, the appropriate impulses of the
constant period of testing T;s are not generated in
the output signal. The failure detector of these
sensors is simply accomplished by the software
procedure of testing - reading sensor states, which is
built in as a periodic task activated from outside with
the time limit for its activation.

Errors Detection in on/off outputs:

The most ON/OFF oulputs, i.e. actuators,
are not necessarily tested directly. The activities,
which consequences are detected by the appropriate
sensors, are accomplished by their
activation/deactivation. For example, the
deactivation of pulling blank coil (paper for the
wrapping because in previous cycles - positions the
uncorrectness for the package is detected) will be,
after some angle move of the machine, detected by a
sensor for detecting the blank coil presence. It is
normal that the detection, that there is no blank coil,
shouldn't initiate (provoke) the machine stopping. In
other case, if the presence of blank coil is detected,
and also when no presence of the blank coil is
detected, the machine is stopped.

The correct state of the output of STOP
MACHINE can be checking by detecting the change
of the output current, as it is given in the module

with the built-in selftesting [6]. The other possibility
is that the state of the output itself be connected to
one ON/OFF input, that has a sense if the output
supply the actuator only by voltage. Besides all, the
reliability of the output STOP MACHINE is
increased using the doubling - paralleling. Two
outputs, connected by the wire logic, are prompted
by the same binary variable for STOP MACHINE.
Checking the ON/OFF outputs and
actuators for signalization can be realized by an
output with the built-in self-testing, as for the output
STOP MACHINE. But with the further
improvement of machine, the visualization of the
machine working process is expected (so these
outputs will not be necessary), checking the current
signalization is realized at each machine starting by
its short activation, or by activation at the demand of
an operator in the procedure of the system

maintenance.
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DETECTORS OF CIRCUTS LEVEL

On the circuit level, the smallest number of
errors detectors is realized because they mainly
demand to be implemented even in the phase of
cuircuits design. One detector of this level is built in

the self-testing module ON/OFF input/output [6].
For its checking, the simple software procedure is
built in the microcomputer. Taking the implemented
errors detectors on higher level into consideration,
this possibility of ON/OFF module is more
important for the localization . of failure which
caused the detected error.

4. GRAPHIC INTERACTION

Although the wide-accepted '"windows'
interaction became a standard, it could not be
applied to this concrete application. The reason for
this are limits in the environment (the presence of
dust, necessary simplicity, efc.), and because of them
it is not possible to use "mouse" or classical
keyboards. A foil keyboard with eight
multifunctional buttons is used as the input device.

Graphic interaction is realized with the aim
to have the following characteristics:

e user-friendly interface,

e unambiguity and
presentation, and

e data presentation focus.

clarity in the data

The wunambiguity of data presentation
comes from the need that the system always has to
be in one unique state from the set of deterministic
defined states. The clarity means many attributes,
such as palette of colours, contrast, legibility, and so
son.

Focusing means the need that the definite
number of similar data is presented in the close part
of presentation, i.e. classified according to its sense
and time of appearance.

Since the graphic interaction is globally
realized through two actors, CRT display is divided
into two windows - two main areas: area in which
the visualization process is realized, and a part
where the dialogue man-system is realized. The
visualization window serves for the graphic
presentation of a process - machine and numerical
presentations of the process parameters. This space
is also used for the presentation of different reports
and tables in the special tasks of the system working
survey, its maintenance and servicing. The window
for the dialogue contains a description of
multifunctional buttons and command line. In that
way, objects for visualization - Visual and dialogue
- Dialogue. Each of them has an object responsible
for presenting, an object which generates the shape
and an object (document) which contains the
characteristic data.
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Fig. 6 The state diagram of a visual presentation

The object Dialogue is connected to the
message M_KEY (accepted character for the
keyboard). It can generate the message
M_DRWTAST for the object DrawTastature, which
designs the demanded keyboard andlor the
command line. The following messages are
generally joined to the object Visual: from the
second of the real-time M _SECTIME, from
asynchronous excess event M AEXCEVENT, from
the task of supervising and processing working
parameters, and from Dialogue object. Objects
DrawKeyboards (DrawTastature) and Visual use the
chain Application - GDI - Device Driver - CRT
Display.

5. ACTORS OF VISUALIZATION AND
DIALOGUE

The factor of the visual presentation is
described by finite state machine - FSM in Fig. 6.
Each presentation image, besides the look of the
machine or some detail - a part of the machine,
contains the belonging sensors and actuators in
which states they are indicated by the appropriate
colours. The initial presentation is "Image 0", and
the presentation change is a result of either
"Alarm" or demands for the image changing
(""previous", "next") from dialogue. Alarm is a
result of one or more excessive events which are, in
the appropriate image, noticed through sensors
states and visual effects of warning. In the case of
the simultaneous activation of many different
alarms, we go to the figure which corresponds to the
statically allocated alarm of the greatest priority.
Automatic return to the previous - initial
presentation will be done when the machine is
restarted after the elimination of the stagnation
(stoppage) reason. From Fig. 6, it can be also
noticed that there is a possibility of transfers into the
state of generating the report (about the production,
stoppage, etc.) from any of presentation, on
condition that the machine is not in the working
regime, i.e. it is stopped.
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With regard to jobs that some persons do in
the system, the interaction can be divided into the
interaction handler-system, operator-system,
servicer-system and superuser-system. There are
many (over 50) activities in each of these
interactions. Besides the general common activities
of reporting, cancellation and change of password,
main dialogue activities of the operator are the
imposition of production, the supervision of
production and survey of the handler work. For the
servicer, the most important dialogues are those for
the support of the supervision of the machine
working and the adjustment of the machine
working. According to the technological demands of
the process, the machine working is not possible in
some states of interaction, i.e. there are limits in
performing dialogues for different states of the
process. The factor of the interaction man-system on
the first levels of a dialogue is shown on Fig. 7. The
unique visual object of the keyboard for describing
the meaning of taster and the command line with the
message and entry box, by which the dialogue man-
system is performed, correspond to each state.
Transfer from one state to the new one is possible on
the basis of conjunctive condition of the prehistory
(the interaction states) and demands made by a man
in the dialogue. The demand is always the result of
activating some taster - keyboard area, either by
choosing the dialogue activities or commands,
determining the end of input, or the single input of
characters. So, besides the messages, pointers and
markers are used for performing the function of low
level. The most of states of the interaction in the
figure, like Figs. 8 and 9, are the whole subobjects,
i.e. automats. So, it is not appropriately to try
(attempt) here with the detailed presentation of
interaction. But one possible stream of interaction
after the initialization of the system is presented in
Fig. 8. Software for the realization of dialogue (and
visual) is made as a set of functions - procedures.
They are performed by transfering from one to other
state of dialogue, which is the result of the message -
the entry of characters from the keyboard, and
sometimes messages from some other activities.
Every procedure by its purely sequential structure,
engages (involves) predictablly and transistory the
processing time , which is the prerequisite for the
realization of RTS.

The operative states of the factor dialogue,
which is started by the initialization of the whole
system, point at its proceedings and engaging the
processor shown in Fig. 9. The processor is engaged
for dialogue only in the state RUNNING. The factor
dialogue is in a system of a low priority, because it
does not contain activities which relate to the system
safety. The function STOP of the machine working
in the dialogue is the regular stopping, and for the
emergent -safety stop there are other factors
distributed on all system components.
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6. CONCLUSION

Realizing the operation system as RTS with
the built-in selftesting in all levels, the reliability in
the machine working by the minimal increase in
hardware and acceptablly increased the software
complexity is significantly increased.

In the system, exploitation gave more than
it is really expected. By detailed messages on
detected stopping in the machine working directs to
the defaults - unsuitability of mechanical machine

STATES:

sO initialization;

sl logging - start session:

52 machine Handler active:

$3 machine Operator active:

s4 machine Servicer active:

$3 session exit:

$6 Operator or Servicer logging when
Handler is already logged:

7 other Operator activites:

s8 other Servicer activites;

59 Superuser active.

N

TO, idle

Ti(i=0.0M. [, 2.....10) - tastature;
y(=1.2 3. ...8) - tasters on appropriate tastature;
err - erroneous tastature input.

parts. Factors of visualization and dialogue are
realized using Microsoft Visual C++ za PC
hardware with AMD486 at 133 MHz. Each system
function is performed through the defined set of
instructions without loops which could provoke the
unforeseeable times of performing. New versions of
Jfunctions are developed, which, by messages, accept
demands of interaction, and demands of factors of
generating the visual presentation, and others.

TOM, idle
TOM.tt5

T4.12-17

Y o
s7 }
T5.48 ;J\JJ'
T7.48
s8
i >T7
T6.13-t7

Fig. 7 Global diagram of changing the process states of the interaction man-system
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BHATTACHARYYA DISTANCE IN EVALUATION OF THE FRAME-BASED
NONSTATIONARY PATTERN RECOGNITION METHODS

Milan Markovié, Milan Milosavljevi¢, Institute of Applied Mathematics and Electronics, Belgrade
Branko Kovadevié, Faculty of Electrical Engineering, University of Belgrade

Abstract - We consider a possibility of evaluating
frame-based  nonstationary — pattern — recognition
methods by using  Bhattacharrya  distance.
Experimental part of the work refers to processing of
natural speech, isolately spoken serbian vowels and
digits, as the examples of nonstationary signal.
Obtained results justify the use of the Bhattacharyya
distance as the evaluation tool in the nonstationary
pattern recognition systems.

1. INTRODUCTION

Bayes error is a very important performance
index in pattern recognition, assessing the
classifiability —of data and measuring the
discrimination capabilities of the features, even before
considering what type of classifier should be
designed. However, the calculation of the error
probability is a very difficult task. Even when
observation vectors have a normal distribution, we
must resort to numerical techniques [1]. However, a
closed-form expression for the Bayes error
probability is the most desirable solution for a number
of reasons. When we cannot obtain a closed-form
expression, we may seek either a Bayes error
estimate, or an upper bound of the Bayes error
probability. As for the Bayes error estimation, very
efficient estimation procedures based on k-NN
approach are proposed in [1,2,3].

A situation is more complex in case of the
nonstationary pattern recognition tasks. Namely,
statistical pattern recognition methods are based on
the assumption of stationarity of the processes to be
recognized. There are many problems in applying
these methods in the real-time recognition of data
obtained from the nonstationary processes. The main
problems are limited validity and size of the learning
data set. One approach for solving these problems
represents the frame-based pattern recognition
methods. These methods are based on the idea that the
nonstationary data process should be considered in

Speech Inverse e(k) Adaptive
—p| filtering B classifier
stk) AGY 3
Unsupervised
P learning
procedure

frames [4], and on using the unsupervised learning
procedures for classifier design on the current frame
of signal and its application as the initial classifier for
the next frame. Based on the obtained initial partition
of the next frame, the same unsupervised learning
procedure gets started, and so on. As the unsupervised
learning algorithm, the c-mean clustering algorithm or
nearest mean reclassification rule is proposed in [4].
The iterative application of quadratic classifier,
described by Fukunaga [1], as a more sophisticated
and efficient unsupervised learning procedure is
proposed, and justified in [5]. Additionally, in [6], a
modification of the iterative quadratic classification
procedure with the increased real-time application
possibilities is given. It is shown in [6], that proposed
modification has some robust characteristics to the
inappropriateness of the assumed classification
model.

This paper is dedicated to possible finding of
a suitable criterion for evaluation the considered
frame-based nonstationary  pattern  recognition
methods: the c-mean clustering algorithm with
Euclidean  distance, the iterative  quadratic
classifications, and its real-time modification. Due to
the fact that these methods are based on the
unsupervised principle, the complex k-NN Bayes
error estimation procedure, considered in [1,2,3], is
not suitable for the nonstationay cases. Instead of
this, we propose the use of the estimated upper bound
trajectories of the Bayes error obtained by using
Bhattacharyya distance. In the paper, the speech is
used as a nonstationary signal and the comparative
analysis is done through analyzing isolately spoken
serbian vowels and digits. In fact, the considered
methods are applied in a composed nonrobust/robust
recursive AR speech analysis procedure, proposed in
[6]. The procedure is based on an AR speech
parameter estimation model, presented on Figure 1.

1 WRLS LP parameters
o—p> with B
VFF
Robust
o estimation
2 procedure

Figure I. Block diagram of the proposed AR speech model identification system
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The paper is organized as follows.
Considered  frame-based  nonstationary — pattern
recognition methods are described in Section 2, and
their possible applications in robust recursive AR
speech parameter estimation in Section 3. Section 4 is
dedicated to brief description of Bhattacharyya
distance. Experimental analysis is presented in
Section 5 while conclusion is given in Section 6.

2. FRAME-BASED NONSTATIONARY
PATTERN RECOGNITION METHODS

The classical c-mean clustering algorithm
could be described by the following. Assume that we
want to classify N samples, X1, ... XN- Each sample

is to be placed into one of L classes, @1, - OL,

where L is assumed to be given. The nearest mean
reclassification rule has a form:

1. Choose an initial partition of given data set
and calculate mean vectors: M 10), .
My (0).

2. Having calculated mean vectors M1(1), ..

My (1) at the J-th iteration, reclassify each X;

according to the nearest Mj(l).

3. If the classification of any X; is changed,
calculate the new mean vectors M 10+1), s
ML(1+1) for the new class assignment, and
repeat from Step (2). Otherwise, stop.

As well as the c-mean algorithm, the
iterative quadratic classifications clustering algorithm
is derived from the general clustering algorithms,
described in [1]. The iterative quadratic classification
clustering algorithm has a form:

1. Choose an initial partition of given data set
and calculate: P;(0) (a priori  class

probability), M;(0), and %(0) (a class
covariance matrix) for i=1, ...,L.

2. Having calculated a priori class probabilities,
P;(1), mean vectors, M;(1), and covariance
matrices, Zi(1), at the I-th iteration, reclassify

each Xj according to the smallest (1/2)(Xj-

MpT=16-Mp) + (U2)In|%] - WPy The a
priori class probability for @; is estimated by
the number of wj-samples divided by the
total number of samples.

3. If the classification of any Xj is changed,
calculate the P;(i+1), M;(+1), and Z(l+1)

for the new class assignment, and repeat
from Step (2). Otherwise, stop.

The application of the proposed algorithms
for recognizing nonstationary data could be described
by the following. The final quadratic classifier on
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each frame of the signal is used as the initial quadratic
classifier for the next frame to produce its initial
partition. Based on that initial partition, the same
iterative clustering procedure starts (0 produce the
final quadratic classifier on that frame, and so on.

In order to assure the real-time application of
the iterative quadratic classification algorithm, its
modification is proposed in [6]. The modification
consists of applying the given jterative clustering
procedure only on the initial frame of the signal. For
all subsequent frames, the algorithms stop at the first
step of the procedure. In the other words, the final
quadratic classifier on each frame of signal (except on
the initial one) is obtained by using only the initial
partition of that frame.

The convergence of the proposed algorithms
depends on the following attributes of the initial
classifier and the data: the error rate of the initial
classifier, the size of the signal frames, and the
validity of the model used to represent the class
conditional probability densities.

3. APPLICATION IN ROBUST AR SPEECH
PARAMETER ESTIMATION

The AR speech parameter estimation
procedure (see Fig. 1) consists of estimation and
classification part. As the estimation part, we use the
weighted recursive least squares (WRLS) algorithm
with variable forgetting factor (VFF), as in [5,6]. The
classification part of the procedure consists of a
classifier designed by using the above-mentioned
unsupervised learning procedure [4,5,6]. In fact, in
order to solve the problem of inappropriateness of AR
modeling of speech production system, particularly
on the voiced frames, a procedure for robustifying the
WRLS algorithm with VFF based on the statistical
nonstationary — pattern recognition approach is
proposed [5,6]. This procedure consists of the
application of the statistical classifier with sliding
training data set in the composed nonrobust/robust
recursive AR speech analysis procedure. In this
heuristic procedure, the classifier is used to classify
the residual speech samples into the two classes. The
first class consists of “small” residual samples and the
second one consists of “large” residual samples [5,6].
The classification of the k-th residual sample selects
either the nonrobust (first class) or the robust (second
class) recursive AR procedure for LP parameter
estimation at the k-time instance (see Fig. 1). This
method is based on the assumption of the excitation
for voiced speech as innovative process from mixture
distribution, such that a large portion of the
excitations are from a normal distribution with a very
small variance while a small portion of the glottal
excitations are also from the normal distribution with
a much bigger variance [5,6]. In this case, the
classifier is a very simple, one-dimensional, and mean
vectors and covariance matrices are means and
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variances, respectively. The classification consists of
two steps: initialization and adaptation. On the initial
frame of signal one has to determine the following:
the starting LP parameters vector which is used as the
initial condition for the proposed recursive procedure,
the initial maximal residual value, and the initial
partition of the frame. The initial classifier is obtained
applying one of the iterative unsupervised learning
procedures [4,5], based on the initial partition. The
initial classifier is then applied in the classification of
the residual speech samples obtained by the
composed recursive AR speech analysis procedure.
The result of k-th residual sample classification
selects either the nonrobust recursive procedure or
robust recursive procedure to estimate the vector of
AR parameters in the k-time instance. The obtained
vector is used to determine the (k+1) residual sample
and the procedure is continuing. In the considered
frame-based adaptation procedures [4,5,6], the final
quadratic classifier on each frame of signal is used as
the initial quadratic classifier for the next iframe to
produce its initial partition. Based on that initial
partition, the same iterative clustering procedure starts
to produce the final quadratic classifier on that frame,
and so on.

We assume that classification part of the
procedure plays a dominant role in the parameter
estimation accuracy. Following this assumption, in
the experimental part of the paper we will try to
evaluate the considered unsupervised learning
procedures on the basis of the discrimination
characteristics of the two classes of speech residual
samples which are, in fact, products of the proposed
AR speech parameter estimation procedure. Also, we
will analyze how these results correspond with the
comparative results referred to the efficiency in the
estimation of AR speech model parameters.

4. BHATTACHARYYA DISTANCE

Bayesian classifier could be described by
follows. Let us consider ¢ classes of the training data
set, ;, i=1,...,c; described by a posteriori probability
functions P(w{X). Bayes rule could be expressed as
follows, [1]:

P(w)p(X |@;)
p(X)
where: p(X) is a probability density function (pdf) of
sample X, p(X|w;) is conditionally probability density
function (cpdf), and P(;) is a priori probability of the
class ;. Bayesian classifiers is based on Bayes
decision rule which is referred to the classification of

sample X in that class w satisfying:
P(w]| X) = max{P(o; | X)}. )
Isi<c

P(w;|X)= 1

The Bayes error is given by:
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e=1- [ max P(w;|X)p(X)dx=

R"l <i<c

=1- j max P(a)i)p(X]a)i)dx.

R"l <igc

©)

In a two-class case (c=2), the equation (3) could be
rewritten as:

e = [min[Rp(X), Ppa (X)X )
where: P, P, and p;(X), paX) denote a posteriori
probabilities and cpdfs of the first and second class,
respectively. An upper bound of the integrand in @
may be obtained by making use of the fact that:

min[a,b] <abS, 0<s<l, fora,b20. ®)
Using the inequality (5), e can be bounded by:

ey = B[ pi(0)py S(X)dX  for 0<s<1 (6)
where ¢, indicates an upper bound of e. This e, is
called the Chernoff bound [7]. The optimum s can be
found by minimizing ¢,. When two density functions
are normal, Ny(M;,2;) and Nx(M,2,), the integration

(6) can be carried out to obtain a closed-form
expression for e,. That is:

[P (X)pyS(X)dX = e HO) )
1s)= Sa; D by - M5y + (-5, My~ M)+
1| +1-9%) ®
+1 S| 1-s
2 1505l

The expression (8) for p(s) is called the Chernoff
distance. For this case, the optimum s can be easily
obtained by plotting t(s) for various s with given M;
and %. The optimum s is the one which gives
maximum value for 1(s).

In case that we do not insist on the optimum
selection of s, we may obtain a less complicated upper
bound. One of the possibilities is to select s=1/2.
Then the upper bound is:

e, = BB [ pi(X)pa(X)dX = R e*UD (9)
in general, and for normal distributions:

1 5 +5, T
p(l/2) =2 (M —Mﬂﬁ—ﬂ (M3 = M)+

21 +22 I (10)

|

lh——2

2 Iz 2]

The term 1i(1/2) is called the Bhattacharyya distance,
and will be used as an important measure of the
separability of two distribution [8]. In fact, the
Bhattacharyya distance is the optimum Chernoff
distance when X,=3,. As seen in (10), the
Bhattacharyya distance consists of two terms. The
first or second terms disappears when M;=M; or
X,=%,, respectively. Therefore, the first term gives
the class separability due to the mean-difference,
while the second term gives the class separability due
to the covariance difference. It is important to know
which term is dominant, because it determines what
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type of a classifier must be designed for the given
case.

5. EXPERIMENTAL ANALYSIS

The test signal consists of five isolately
spoken vowels (“A”, “E”, “I”,“0”,”U”) and ten
isolately spoken digits (“1”, “2”, ... ,”0”) from one
speaker. The signal is sampled with f;=10kHz and

preemphasized with g=1. All experimental results are
obtained by using AR model of 10th order. As the
objective quality measure, the MAR (Mean Absolute
Residual) criterion is used [6]:

M
J=1UM-3|sG)-50)] (11)

i=1
where s(i) is the speech sample at the i-th time

A . . . . . . .
instance, s(i) is its linear prediction, and M is total

number of processed speech samples.

In this paper, we consider the
nonrobust/robust recursive estimation procedure for
parameter identification of nonstationary AR speech
model based on the WRLS algorithm with VFF and
unsupervised learning procedures for design of frame-
based nonstationary pattern classifier. The main role
of the classification part of the overall estimation
scheme is selection of robust or nonrobust AR
estimation procedure, for each incoming speech
sample. Such approach is motivated by the fact that
for some parts of speech signal (dominantly during
open glottis) the robust estimation procedures are
more suitable than conventional ones [9]. As we
mentioned before, the following unsupervised
learning methods: the c-mean clustering algorithm
with Euclidean distance (denoted as CEUC) [4], the
iterative quadratic classifications (CIQC) [5], and its
real-time modification (RTQC) [6], are considered.
As a comparative criteria of the considered methods
(CEUC, CIQC, and RTQC algorithms), the upper
bound trajectories of the Bayes error obtained by
using Bhattacharyya distance [8] (which values are
calculated at each time instances on the basis of the
estimated corresponding classifier parameters) are
used. The results of this evaluation are compared to
the results obtained by parameter estimation
efficiency evaluation of the considered methods [S5,6].

The estimated upper bound trajectories of the
Bayes error based on Bhattacharrya distance, obtained
by using the CEUC, CIQC, and RTQC algorithms in
analyzing the vowel “A” and digits “1”, and “0” are
presented on Fig. 2, 4 and 6. As the estimation
efficiency comparative criteria, we use adaptiveness,
sensitivity to the pitch impulses, bias, and variance of
the obtained trajectories of the nonstationary AR
speech model parameter estimates. Fig. 3, 5 and 7
show the estimated trajectories of the first AR
parameter (AR;) obtained by using the same frame-
based procedures (frame length was 100 samples) in
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analyzing the vowel “A” and digits “1”, and “0”,
respectively, for the corresponding signal frames
showed on Fig. 2, 4 and 6. In this case, we use
reference parameter trajectories and comparative
methodology, proposed in [9].

0.5

".CEUC | clac | -RTQC

0451

0.4

0.35¢

0.051

0 . . . . .
1200 1400 1600 1800 2000 2200 2400

Figure 2: Upper bound trajectories of Bayes error
obtained by using: CEUC, CIQC, and RTQC
algorithms in analyzing the vowel “A” (frame length
is N=100).

.. LPC(40)-REF -CEUC -.ClQC -RTQC

A5 ;

2.5k

4 . . . . .
1200 1400 1600 1800 2000 2200 2400

Figure 3: The AR, parameter trajectories obtained by
using: LPC(40)-REF, CEUC, CIQC, and RTQC ‘
algorithms in analyzing the vowel “A” (frame length
is N=100). ‘

Mean values of the upper bound Bayes error
trajectories obtained through analyzing of the all test
data files are presented in Table 1. Also, to evaluate
which term of the Bhattacharyya distance (10) is
dominant, examples of trajectories of the first and -
second term of distance (10), obtained in analyzing
the vowel “A” and digit “2”, are given on Fig. 8 and
9, respectively.
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Figure 4: Upper bound trajectories of Bayes error
obtained by using: CEUC, CIQC, and RTQC
algorithms in analyzing the digit “1” (frame length is
N=100).
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Figure 5: The AR, parameter trajectories obtained by
using: LPC(50)-REF, CEUC, CIQC, and RTQC
algorithms in analyzing the digit “1” (frame length is
N=100).

Based on experimental results, presented in
Table 1 and Fig. 2, 4 and 6, we could conclude that
lower upper bounds of the Bayes error probability,
i.e. better classification results for both vowels and
digits analysis, are obtained by using the proposed
robust recursive procedure with application of the
unsupervised learning procedures for classifier design
based on quadratic classifier (CIQC and RTQC
algorithm). This corresponds well to the comparative
results, presented on Fig. 3, 5 and 7, showing that the
trajectories of AR parameter estimates obtained by
the robust recursive AR speech procedure with
application of CIQC, and RTQC algorithms have
lower bias, lower variance, more adaptiveness to the
nonstationarity of the model parameters, and lower
sensitivity to the pitch impulses than the same robust
recursive procedure with application of CEUC
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algorithm for classifier design. This also supports
conclusion that classification part of the overall
composed scheme places dominant role in ultimate
estimation accuracy of nonstationary AR speech
parameters.

0.45

..CEUC - ClQC -RTQC

0.4

0.1 . . . . s
2600 2800 3000 3200 3400 3600 3800 4000

Figure 6: Upper bound trajectories of Bayes error
obtained by using: CEUC, CIQC, and RTQC
algorithms in analyzing the digit “0” (frame length is
N=100).
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Figure 7: The AR, parameter trajectories obtained by
using: LPC(50)-REF, CEUC, CIQC, and RTQC
algorithms in analyzing the digit “0” (frame length is
N=100).

The examples, presented on Fig. 8 and 9,
show that the second term of the Bhattacharyya
distance (10), is dominant meaning that some
classifier with nonlinear discrimination function (such
as quadratic one) should be used instead of classifier
with linear discrimination function (such as c-mean
algorithm with Euclidean distance). This conclusion
is valid for both voiced speech segments (vowels, see
Fig. 8) and mixed excitation ones (digits, see Fig. 9).

As for the comparative analysis of the CIQC
and RTQC algorithm, the presented results show that
both algorithms produce niostly similar results with
slightly lower mean values of the upper bounds of the
Bayes error obtained by using the CIQC algorithm
(see Table 1). However, in some cases of digits
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analysis (see the Fig. 6, and 7) better results, i.e.
lower upper bound of the Bayes error as well as more
accurate AR, parameter estimates are obtained by
using the RTQC algorithm. An explanation of some
differences in CIQC algorithm behavior when

Table 1: Mean values of the upper bounds of Bayes
error; vowels and digits analysis.

F | Length | CEUC | CIQC | RTQC
A 3690 0.336 0.160 | 0.164
E 3690 0.335 0.150 § 0.143
1 3690 0.340 0.141 0.150
0 3690 0.332 0.140 | 0.191
U 3690 0.322 { 0.157 0.180
1 6690 0.325 0.194 | 0.230
2 6690 0.331 0.202 | 0.202
3 5690 0.332 | 0211 0.232
4 6690 0326 | 0.192 | 0.243
5 6690 0.338 0.202 | 0.245
6 7690 0.333 0.209 0.237
7 6690 0.321 0.198 0.228
8 7690 0.321 0.208 0.236
9 5690 0.325 0.225 0.218
0 5690 0.293 0.196 0.207

analyzing vowels and digits could be described by the
fact that vowels are the examples of voiced speech,
and digits are speech signals with the voiced and
mixed excitation. In the latter case, the assumed two-
class model of speech excitation is not completely
appropriate, and this might be a reason why the
results obtained by CIQC algorithm sometimes are
not so good. In that case, the inherent robustness of
RTQC algorithm, in the sense of its small sensitivity
to deviations from the assumed excitation model, is
clearly expressed (see Fig. 6, and 7).
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0.3f .. BHATT1

-- BHATT2
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01f

ol : ;
2000 2500

3000 3500 4000

Figure 8: Bhattacharyya distance values obtained in
analyzing the vowel “A”; BHATTA, BHATTI, and
BHATT? represent the Bhattacharyya distance, first
term, and second term of the (10), respectively.
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Figure 9: Bhattacharyya distance values obtained in
analyzing the digit “2”; BHATTA, BHATTI, and
BHATT?2 represent the Bhattacharyya distance, first

term, and second term of the (10), respectively.

Based on the entire experimental analysis, it
could be concluded that the trajectories of the upper
bound of Bayes error based on Bhattacharrya distance
could be used as an evaluation criterion for one-class
of the frame-based nonstationary pattern recognition
methods.

6. CONCLUSION

In this paper, we consider a possibility of
evaluation of one-class of the frame-based
nonstationary pattern recognition methods by using
Bhattacharrya distance. The nonstationary pattern
recognition methods based on unsupervised learning
procedures: c-mean clustering, iterative quadratic
classifications, and its modification for real-time
purposes, are considered. The considered methods are
evaluated through their applications for design of
nonstationary ~ pattern  classifier in composed
nonrobust/robust AR speech parameter estimation
procedure based on the weighted recursive least
squares algorithm with variable forgetting factor. The
comparative analysis is done through analyzing the
natural speech, isolately spoken serbian vowels and
digits. Based on experimental results, we could
conclude that lower upper bounds of the Bayes error
probability, i.e. better results in both vowels and
digits analysis, are obtained by using the proposed
estimation procedure with the unsupervised learning
procedure based on quadratic classifier, compared to
the c-mean clustering algorithm. As for comparison
between the two frame-based unsupervised learning
procedure based on the quadratic classifier: iterative
quadratic  classifications  and its  real-time
modification, we could conclude that the latter
procedure produce globally better results due to its
robustness to the two-class speech excitation model
deviations which frequently happens in the case of
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digits analysis. Based on the entire experimental
analysis, it could be concluded that the trajectories of
the upper bound of Bayes error based on
Bhattacharrya distance could be used as an evaluation
criterion for the frame-based nonstationary pattern
recognition methods, due to the results correspond
well to the comparative results based on the estimated
parameter trajectories obtained by the considered
robust recursive AR speech estimation procedure.
Finally, our analysis led to conclusion that
classification part of the composed nonrobust/robust
AR speech estimation procedure has dominant
influence on its accuracy.
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ROBUST MODIFIED GENERALIZED LIKELIHOOD RATIO ALGORITHM
FOR SPEECH ABRUPT CHANGE DETECTION

Mladen Veinovi¢, Milan Milosavljevi¢, Zoran Banjac, Institut za primenjenu matematiku i elektroniku, Beograd
Branko Kovalevi¢, Elektrotehnicki fakultet, Beograd

Abstract - A new robust modified generalized
likelihood ratio algorithm, which enables the instants
of abrupt changes in stationarity of a speech signal to
be detected automatically, is proposed. The procedure
is based on the calculation of discrimination function
using robust least squares estimates of autoregressive
speech residuals. The robust estimator differs from
the conventional one by the insertion of nonlinear
residual transformation, which has to cut off the spiky
noise. The feasibility of the approach is demonstrated
with  experimental data  concerning  speech
segmentation.

1. INTRODUCTION

Modeling and processing of the discrete signals,
described as a quasistationary stochastic process with
abruptly changing parameters, is a challenging
theoretical problem and has great importance in a
variety of applications, such as speech and biomedical
signal processing, image analysis, failure detection in
measurement and control, etc. The essential common
problem in these applications is localization of the
boundaries of stationary parts of a signal, or,
equivalently, detecting the instants of abrupt changes
of the signal stationarity [1]. There are many results
which theoretically treat the change detection
problem in different uncertainty conditions, assuming
different stochastic models of a signal. In spite of
these valuable achievements, building of a good
algorithm for change detection within a given class of
real signals still represents a difficult research task.
Depending on the particular application, there may be
different performance criteria which a detection
scheme should be fulfilled. Despite of these
differences, there are few common well established
desirable properties of a good detection procedure:
few false alarms; low detection delay, representing
the delay between the estimated and actual change
times; symmetrical detection, which means that the
performances in the case of a change from a signal
model A to a model B must be comparable to those
when a change is from the model B to the model A;
robustness in the sense of insensitivity of a detection
algorithm to the changes of its parameters (window
length, signal structure, tresholds, ... ) under the
signal variability; robustness with respect to the
simplification of a signal model; ability for a quick
and easy restart of the detection procedure.

In this paper we present a new robust
algorithm for detecting the instants of abrupt changes
in a discrete speech signal. The detection procedure is
based on the modified generalized likelihood ratio
(MGLR) algorithm [3], which calculate the so-called
discrimination (D) function. The proposed scheme
differs from the standard MGLR one by the
procedure of D function calculation, which is based
on the robust least squares (RLS) parameter
estimation of the autoregressive (AR) model of ‘a
speech signal. The effect of RLS scheme is to assign
less weight to a small portion of large residuals, so
that the outliers, corresponding to the pitch pulses,
will not greatly influence the final AR parameter
estimates, as well as the efficiency of whole detection
procedure.

2. STANDARD MGLR ALGORITHM

The standard MGLR algorithm uses three AR signal
models of the same order, whose parameters have to
be estimated on the fixed intervals, named windows,
of a signal. Assume that the so-called reference and
test windows both have the length I, while the third
one is their union of the length 21. The reference, test
and joint windows cover the intervals [i-I+1, i], [i+],
i+I] and [i-I+1, i+]], respectively, and move one
sample forward with each new sample of a signal,
keeping the fixed length and relationship (Fig. 1).

referent test
window

joint

window win dow

Figure 1: An analysis windows position
in the MGLR algorithm

For given time instance i, we could consider two
hipothesis: Hy — no change is occurred at the i-th time
instance, and H; — a change is occurred at the i-th
time instance. Let us define a likelihood ratio between
the hipothesis H; and H,, and denote it as the MGLR
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discrimination function D =log If we

P(H))
(Hy
assuming that a noise in the speech production model
is zero mean white Gaussian process, and if we
include a probability density function of the speech
samples in the definition of the MGLR diskrimination

function we obtain the D function in the form
DG, ) =Li-I1+Li+I)-LG~-I+L)-L{E+Li+1) (1)

where

L(c,d)=(d —c+ l)ln[
j=c

1 oy om
FEP @

denotes the logarithmic likelihood function and g; is
the residual of the estimated AR model at the interval
(c,d). Tt can be shown that (2) represent the general
likelihood ratio (GLR) for the hypothesis that a
change in the signal model is occured at the instant i
against the hypothesis that the signal remain
unchanged on the interval [i-I+1, i+I]. The D
function is not smooth, and its outstanding peaks
provide a good indication for the most probable
instants of signal changes. Two major factors
influence the value of the D function: how quickly the
signal is changed and how large the magnitude of a
change is. Both these factors are recognizable in the
short time trend of D function within the interval [i-
I/2+1,i+1/2], which covers [ successive values of
D(i1). If [il,iz] denotes the above interval, then D(i,[)

for i € [i;i,] can be expressed in terms of the linear
trend #(3,1) as [2]

D@, 1) =ti,I)+n(,1) 3)
where

ti, D =al,Dk+ B0 D; k=1..1I 4)
with n(i,I) being the noise component of D function.
The parameters o(.) and B(.) can be estimated using
LS method, assuming that they are constant on the
interval [il,iz]. A local maximum of o7,l.) occurs at
the instant k=iy, at which D(i,I) increases the most
rapidly within [i},i,]. Similarly, o(il) attains its
local minimum for k=i, when D(i,I) decreases the
most rapidly on [il,i2 ] It is found heuristically that
the parameter
AC = AC( g s Tin ) = Olimag s 1) = O i » 1)

denoting the difference between two consecutive
extremes of oi,1.), represents a good quantity for the

decision whether the interval [imax,i ] contains an

min
instant of change in the signal stationarity. If
Aa(imax,imin) < tr where fr denotes a properly
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chosen threshold, as the most probable instant of

change m within the interval [imamein] we take the
one at which the D function has the maximum value.

3. ROBUST MGLR ALGORITHM

The basic advantage of the MGLR algorithm,
compared to the well known detection procedures in
the literature [3], relates to the D function (1), which
allow us to perform a posteriori analysis, since it
appears in a closed form independent of the
previously detected changes. The residuals £,
needed for the calculation of D function, we obtain
from a robust LS (RLS) estimation of the AR

parameters a;,i =1,..., p of speech signal model [4]

p
S(j)+.zais(j_i)=e(j);j=i—I+1,...,i+I (5)

i=1

where s(j) is the derivative of the speech signal, or
preemphasized speech signal, and the excitation e(j)
is the innovation random process of white-noise type
for voiceless segments, while for voiced sounds e(j) is
a random process represented by a series of Dirac
pulses with fundamental period, named the pitch
period. The eq. (5) can be rewritten in the matrix
linear regression form

S=X0+E 6)

where S is the vector of signal segments of the length
21, 0 is the vector of AR parameters, E is the vector of
excitations and X is the 2/ x 2I dimensional
observation matrix. In classical speech analysis, the
parameter vector 0% is determined by LS method,
which minimizes the sum of squared residuals. This
algorithm is optimal when the underlying
observations are Gaussian. However, it is well known
that the outliers corresponding to the pitch pulses
have unusually large influence on the LS estimates
[4]. Therefore, robust methods have been created to
modify the LS estimates, in order to suppress the
influence of outliers. Particularly, M-robust estimates
[4] are defined as the minimization of the sum of
weighted residuals

ple; @)} &:0)=(s;-xl0)/d )

-

1

i

where s;1s the i-th element of S, x; is the i-th row of X,
and d is an estimate of the scale of the distribution
associated with E. Here p(.) is a robust score function
which has to cut off the outliers. Since it is assumed
that the speech excitation distribution has Gaussian-
like middles and heavier tails, comparatively high
efficiency at the Gaussian samples is also desired.
Thus, p(.) should behave as quadratic function for
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small arguments, but increases more slowly for large
arguments. In this way, its first derivative

w() = p’() should be a saturation type nonlinearity,
ie. w(z;/d)d equalsz if z/d < 8, but is equal dd (ili

-8d), where & =1.5 is chosen to give the desired
efficiency at the normal distribution [4]. Although ad-
hoc, a popular robust estimate of scale is the median
of absolute median deviations [4]
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B median\zi - median(z; )l
0.6745

®)

Equating the first partial derivatives with respect to
the elements of O to zero, we see that this is
equivalent to finding the solution associated with the
p equations '

I
Noxw(e; @) =0 j=L...p ©

i=l
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Fig.2: Performance comparison for standard and robust MGLR algorithm on the natural speech:
al),a2) Isolately spoken Serbian digit “osam” (”8”)
bl) Estimated D function using standard MGLR;
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b2) Estimated D function using robust MGLR;

c1) The slope of D function trend using standard MGLR;

¢2) The slope of D function trend using robust MGLR;
d1) The instans of change obtained by standard MGLR,;
d2) The instans of change obtained by robust MGLR.
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where x; is the element in the i-th row and j-th
column of X. The solution of (9) becomes
cumbersome, because of the fact that y(.) is nonlinear
[4]. However, (9) can be expressed as a weighted
least-squares approximation

1
Y %@ (v = %[ 65) =0 (10)

i=1
where

. fle60))re,6); Jor y; #x] 6 an
? L for y;=x]0,

with 6, being some initial parameter vector estimate.
The estimate 6, can be obtained by using the

classical LS algorithm. Thus, the one step solution is
given by

6=(x"x]' x7Qy; Q=diaglog,....000} (12)

4. EXPERIMENTAL EXAMPLE

To demonstrate the main features of the proposed
detection procedure, we apply it to the natural human
speech, that is ten isolately spoken Serbian digits
(“17, “27, ..., “0”) from one speaker. Fig.2. depicts
the results of segmentation of Serbian isolately digit
“osam” ('8") obtained by standard MGLR and robust
MGLR, respectively. This results is characteristic for
the algorithm behavior. The speech signal was low-
pass filtered with an upper limit frequency of 4 kHz,
and digitized by 12 bit A/D conversion with a
sampling rate of 10 kHz. In addition, the preemphasis
of the signal was also performed. Experimental
results was obtained by using the 10™ order AR
model. In all experiments /=256 in the robust MGLR
algorithm was adopted. Obviously, in the case of
robust MGLR the shape of the D function, as well as
the slope of its trend, better tracks the changes in
signal stationarity.

5. CONCLUSION

In this paper a new algorithm for detecting the
instants of abrupt changes in stationarity of a speech
signal is presented. The algorithm differs from the
standard MGLR scheme in that it uses a robust LS
method for estimating the AR residuals of a signal, in
order to calculate the discrimination function. The
robust MGLR better tracks the changes in the signal
stationarity than the standard one, and is proven to be
an efficient procedure for speech signal segmentation.
Finally, the robust MGLR algorithm fulfils all
desirable properties which are imoprtant for practical
efficiency of a change detection procedure.
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Nonlinear Activation Function and PDF for

Nonlinear Prediction via Recurrent Neural Networks
Danilo P, Mandic

Abstract— We show that the area under the first deriva-
tive of the logistic nonlinear activation function of a neuron
exhibits features of a Probability Density Function (PDF).
Based upon that, a connection between the first derivative
of a nonlinear activation function of a neuron in a Recur-
rent Neural Network (RNN), and a PDF of a nonstationary
signal for a prediction application is provided, which leads
to improved nonlinear prediction using RNNs.

I. INTRODUCTION

The Nonlinear Autoregressive Moving Average (NARMA)

model can be written as [1]

z(k) = e(k)+h(z(k = 1),...,0(k —p)e(k = 1),....ek — ¢))

(1)
where p denotes the order of the Autoregressive (AR) part,
q denotes the order of the Moving Average (MA) part, with
some nonlinear function h(:). Such a model is called a
NARMA (p,q) model.

The NARMA scheme from (1), can be further approxi-
mated as [2]

y(k) = (k) =

- H(Il?(k—— 1)7“"1;(}\: —p),y(k = 1);,!/(]‘4— Q))

(2)
where H is some new, nonlinear smooth function. The
last equation in (2) is now suitable for RNN implementa-
tion, with H becoming an activation function of the neuron,
which is typically the logistic function denoted by

1

) = 1w

(3)
and will be assumed in (2). For prediction applications
based upon (2), it is important to choose properly the slope
# in the nonlinear activation function ¢ (3). So far, it has
been done rather empirically [2], [3]. Recognising that the
slope 4 is related to a step-size 1) in the learning process
of the RNN [4], [3], it makes us question whether know-
ing the PDF of a nonlinear and nonstationary signal being
predicted, a judgement about the size of 3 can be made,
so that an RNN predictor has optimal parameters.

II. TuE ROLE OF A IN THE LOGISTIC FUNCTION

In order to show the role of the slope 7 in the logistic
function, let us consider a simple NARMA(1,1) predictor,

The author is with the Signal Processing Section of the Depart-
et of Electrical and Electronic Engincering, Imperial College of Sci-
ence, Technology and Medicine, London, U.K. Telephone: +44 (171)
504 6313. Fax: +44 (171) 594 6234, E-mail: d.mandic@ic.ac.uk,
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realised by a recurrent neural network, i.e.

Y(k) = T o e D F e =D F w5 (R 1)

(4)

It can be represented by a recurrent perceptron, given in
Figure 1. The equations which describe the recurrent per-

Input

— Outpul

Fig. 1. NARMA(p.q) recurrent perceptron

ceptron are

y(k) = 2(uv(k)

v(k) = wk)" - u(k), (5)
where u(k) = [y(k=1),...,y(k—q), Lzk—1),...,z(k—
)7, and w is the weight vector. The Bounded Input

Bounded Output (BIBO) stability of (3) is preserved due
to the saturation type nonlinearity @ in (5), which is typi-
cally the logistic function ®(v) = mlrg;; with slope S.
Based upon (4), it can be shown that conver-
gence/divergence of such a predictor [6], as well as learning
[7], rests upon the choice of 3. It also defines the width of
the pseudo-linear range of the logistic function. For non-
linear prediction, in particular, it is important to have 4
optimal, which has so far been done empirically.

11I. LocisTic FuncTION AND PDF

As the pseudo-linear range of the function (i.e. “band-
width”), depends on the value of slope 3, it would be ben-
eficial to establish a relationship between some features of
a nonlinear and nonstationary signal in hand, and a pa-
rameter of a logistic function used in neurons of an RNN.
We therefore investigate the first derivative of the logistic
function (3).
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Observation 1: The area under the first derivative &' of
the general logistic function
Be=Be
(z) = ——— (6)
(1+e772)

is constant and equals 1.

Proof:

The goal is to calculate the integral I = fj;c ' (z) dz.
By the substitution method, a dummy variable ¢ can be
introduced as t = €% = dt = —Be~P%dz. Integral [
can now be expressed as

-0C -0 7 1 0
I:/ O () dx :/ __ % 5 = =
J = +Oci (1+t) 1 4o
T 1+ -

(7)
which does not depend on any parameter in the logistic
function, such as slope, or bias. O
Since independently of the slope # in the logistic function
&, the area under its first derivative ® equals unity (Fig-
ure 2(a)), the result from Observation 1 resembles the be-
haviour of a Probability Density Function (PDF). A PDF
has the property that the area under the PDF equals unity,
independent of the effective width of the PDF (defined by
the variance). If & correspondence between the PDF of the
first derivative of the logistic function and the PDF of a
real nonlinear signal could be established, it might offer
some new techuiques for RNN applications.

IV. THE s1ze OF 3 AND PDF

A theoretical analysis of a relationship connecting 4 and
PDF is rather difficult. In order to depict empirically the
connection between the slope 4 in the logistic function and
a PDF of a real signal, we plot the PDF function for the am-
plitudes of two speech signals [2], denoted by s1 and 52, and
show that there is a relationship between that PDF, and
the first derivative of the logistic function (Figure 2(a)).
The sample PDFs of two speech signals s1, and s2 are
shown in Figure 2(b) . Signal 2 has a wider PDF than
s1. It is therefore expected that in order to establish a
relationship between the diagram shown in Figure 2(b) to
that shown in Figure 2(a), the value of slope 8 for the
RNN based prediction of signal s1 should be greater than
that for s2. Indeed, a simulation showed that the optimal
slope was = 1 for speech signal 1, whereas 3 = 0.91 for
52. Similar behaviour has been registred for a set of eight
speech signals coming from different speakers.

V. CONCLUSIONS

A connection between the slope 4 of the logistic non-
linear activation function of a neuron, and a Probability
Deunsity Function (PDF) of a nonstationary input signal
has been established for nonlinear prediction performed
by a recurrent neural network. It has been shown, that
an estimate of the size of f can be made based upon the
knowledge of the PDF of a nonstationary input signal. As
3 is closely related to the learning process of a recurrent

(a) First derivative of the logistic function
for different slopes 8
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(b) PDF of two speech signals

Fig. 2. PDFs and & for two speech signals

neural network, that helps in achieving optimal nonlinear
prediction.
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A BLOCK DIAGRAM SIMULATION APPROACH FOR ALGEBRAIC EQUATIONS
ROOTS LOCALIZATION
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Faculty of Electronic Engineering, University of NiS, Yugoslavia
' Beogradska 14, 18000 Nis, E-mail: dantic @elfak.ni.ac.yu

Abstract - A symbolic method for
determining solutions of algebraic equations
with complex coefficients is presented in this
paper. This method is based on digital
simulation of n-integrators system conducted
in block diagram simulation languages.
Simulations are performed repeatively for
different sets of parameters. This method is
used as an effective tool to construct
~ solutions of fifth order algebraic equation
with complex coefficients.

Keywords: Algebraic Equation, Complex
Coefficients, Roots, Simulation

I INTRODUCTION

There are a lot of methods for numerical
solving of algebraic equation with complex
coefficients. Most of the methods reduce
solving equation with complex coefficients
to solving a system of algebraic equations
with real coefficients. These methods are in
most cases iterative. The zeros of the
algebraic equation with complex coefficients
can also be found in a successive manner or
iterratively (see [6,7]). Recently, many
methods for determining zeroes of algebraic
equations with complex coefficients have
been implemented into the software
packages, for instance Mathematica, with the
use of complex arithmetics.

This paper presents a new approach for
localizing roots of complex coefficients
algebraic equation based on simulation [1-4].
The procedure is used for n-th order
algebraic equation, in the form:

f(z)=ag tayzt a2+ " (1)

* Corresponding author

arc

where complex

aj, j=01,-,n-1
coefficients in the form ajzbj+ic-,nis

equation order and z=x+iy is a complex

variable. The technique relates solving
algebraic equation:
flx+iy)=0 (2)
what can be written in the form:
Re{f (x+iy)}+iIm{f(x+iy)}=0 3)
The real part of Equation (3) can be written
with respect to coefficients vector

a= (ao,al,"',an_l):

Re(f (x +iy)) = ppt(@ )" rplay) ()

or its real and imaginary  parts
b=(b0,b1,"',bn_1) and C=(C0,C1,"',Cn_1),
respectively:

P N

The imaginary part of Equation (3) can be
written in the same form but with different
coefficients values:

Im(f(x + iy)) =x"+q, (a, y))cn‘I +eetqg (a, y) 6)
The condition (3) is fullfilled if both absolute

values of real and imaginary part are equal to
Zero:

IRe{f(x+ iy)}l +|Im{f(x + iy)}l =0 (7
Considering that this is an approach for
localization of algebraic equation (1) roots

based on simulation, Equation (7) model will
be:

P Izi;l(]Re{ S+ iy} +[im{ £ (x + iy)}‘) (8)

The x, y values which correspond to the
minimum will be the roots of Equation (1).

€= mln{ pn—l(b,c’y)xn_l s« +p0 (b’ch'yj +
Y ®)

xn +qn—1(b’c’y)xn_l +“'+q0 (bacn’yj]

+
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II ROOTS LOCALIZATION
In [8], the author has shown that all roots of
polynomial f defined as:
fl2)=ag+arzt--a, 2" 42" (10)
belong to the disk D:
D= {z“z + Ojan_l‘ < Ojtan_ll + OCM} (11)
where:
n 1
M=3la, (12)
=2
0, if Ple)=a, ;2" ' +7"
Fim
o= L, (13)
max | M7 an_j‘f , otherwise
2<j<n|

This result will be used to determine the
interval within which complex solutions of
algebraic Equation (1) can be found:

<R (14)

III SIMULATION PARAMETERS

Transformation of time base in such a way
that x values correspond to current time in
the simulation is shown in Figure 1.

Figure 1: Time base transformation into x-
domain

Simulation is conducted using block
diagram simulation languages (SIMULINK,
etc.) where x=rnme . In this manner, x values
are within the interval [-R,R], considering
that simulation ends at R seconds. As a result
of simulation value ¢ for y=yy=const is
obtained. Basic system elements are
integrators, summators and gain elements
where all parameters are constant for one
simulation cycle:
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p:(@,50)9;@,50)=const, i=0,-,n-1  (15)
A simulation scheme for 5-th order equation
designed in SIMULINK is shown in Figure
2. This procedure can be easily expanded to

higher order equation.

o> o]

To Workspacet

Positive
X value

Constant

> o>z ]

To Workspace2

Negative
X value

Clock To Workspace

Figure 2: Simulation scheme for solving
algebraic equation with complex coefficients

First simulation is conducted using initial
value y, =-R. Simulation parameters for the
fifth order algebraic equation with complex
coefficients can be calculated based on
following equations:
po(b.c,y)= y3 + eyt —byy® —cyy? + b1y +co(162)

pi(b,c,y) =4byy® ~3c3y* +2byy+¢;  (16b)
pa(b.cy) = ~10y> —6c,y% +3b3y + ¢, (16¢)
p3(b,c,y) =4byy+c3 (16d)

pa(b.c,y) =5y (16e)

qo(b.c.y) = byy* +e3y® =yt —ciy+by  (172)
g1(b,c,y) =5y* +4cyy® =3b3y° ~2c,y+b  (17b)
g2 (b,c,y) = ~6byy? =3c3y +by (17¢)
g3(b,c,y) =-10y? —4cyy +bs (174d)
q4(b.c.y) =b4 (17e)

During one simulation x takes the values
from the interval xe[-R,R], since simulation

starts at 0 seconds and stops at R seconds.
The simulation blocks used for calculation
with positive and negative x-values are
shown in fig. 3. As a result of simulation,

value
](\Re{f (x-+ i)+l (430} 18)

&y = min
xe[-R,R
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is obtained. At the moment & reaches its
minimum, x, value corresponding to the
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minimum is found.

in_1 Integrator| Integrator] Integrator2| Integrator3

Integrator4 120*q5

___,b__

24*q4

Sum

L)
>
ql
plR>

Figure 3: Simulation block for positive values of x

In the next simulation cycle, y; value is

calculated on the basis of y, and
predetermined step value Ay :
y1=yo +4y (19)

It is important to notice that Ay, as well as

simulation step correspond to the desired
accuracy. Simulation is again conducted for
xe[-RR] but for different parameters

pi(a’yl)’ Qi(as)’l), i=0,-,
is calculated based on Equation (9) for
y=y., x€[-RR]:

g = xeijiél’ R](lRe{ f (x + iyl)H + lIm{ f (x +iy; )}D (20)

If ¢ is less than g, (meaning that (x;,y;)

n—1. Again ¢ value

is closer to eq. 1 root) then e, =¢;. This

procedure is then repeated in the same
manner for other sets of parameters:

Yk = Vk-11T4y 21)

pi(ayi) ai(a.ye), i=0swem-1 (22)
until the following condition is fullfilled:

€min SO (23)

where § is the desired accuracy. Repeated

simulations for different values of
y = y; = const are performed using MATLAB

programming.
When the desirec  accuracy  is
accomplished, the obtained values x=ux;,

y =y, will represent one of the Equation (1)

roots. The procedure is then repeated for
different values y=y., =const. In that

manner, all other roots can be localized.

IV ILLUSTRATIVE EXAMPLE

Let us consider a polynomial in the form:

P(z) =(z-01-i02)(z-02-i03)(z - 05-i05)
(z-0.7-i08)(z~i09)

what is equivalent to Equation (1) with

following coefficients:

(24)

be=-0.03015;
b;=-0.2593;
b2= 2158,
b3= -2.',

b4= -1.5;
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co= 0.04545;
¢1=-0.5096;
Cor= 011,
Ca= 316,
Cy= -2.7;

The polynomial (24) has been generated in
this manner to demonstrate the efficiency of
the proposed algorithm.

{4/ MATLAB Command Window B[S
» Root: g.1888+1 8.20808 :1
Root: 8.26008+i §.3000

‘Root: 8.5000+1 §.5688

Root: 8.7000+i 8.80808

Root: B+i 8.9008

Figure 4: MATLAB results

By implementing the proposed method the
coefficients pi(a,yl), q,-(a,yl), i=0,+,n—1 are
calculated for each simulation. For the
desired accuracy of 0.01 the results of the
proposed method are shown in Figure 4.
Based on a MATLAB list, we can conclude
that the solutions of Equation (24) are found
with the desired accuracy.

V CONCLUSION

In this paper, a block diagram oriented
approach for solving algebraic equation with
complex coefficients is presented. A
simulation scheme is constructed in block
diagram simulation language. Simulations
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are performed until all roots of algebraic
equation are found. This method is used for
localizing roots of fifth order algebraic
equation.
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IDENTIFICATION OF THE DYNAMICAL PARAMETERS OF MANIPULATOR
ACTUATOR IN THE PRESENCE OF ENCODER RESOLUTION

Petar Mari¢, Igor Krémar Faculty of Electrical Engineering in Banjaluka

Abstract: Identification of the parameters of joint
actuator dynamics, is analyzed in this paper. The
effect of encoder resolution, concerning measurement
of the angular displacement of actuator, is taken into
account in this analysis. This effect and interaction
among the manipulator links are introduced in the
identification procedure as a colored disturbance.
Also, it is shown that encoder resolution improves
persistent excitation (PE) characteristics of the
regressor . Nevertheless, stabilization of the recursive
algorithm, proposed in this paper,is justified,by every
test case presented in the paper

1. INTRODUCTION

The form of the adopted model has essential influence
on the validity of the dynamical model. The
assumption, that manipulator consists of n
independent systems (n joints), yields the simplest
control strategy. In that case, control of each joint is
performed, as it is a single input - single output
(SISO) system. Interactions among the joints, during
the performance of a manipulation task, are treated as
disturbances. When actuator is coupled to the link, by
reduction gears, these disturbances can be dumped
significantly, with an appropriate control strategy.
Estimate of the parameters, of actuator dynamical
model, can be computed from actuator control signals
and measured values of rotor angular displacement.
Measurement of rotor angular displacement, is usually
performed by optical encoder. An optical encoder
provides information on measured value, in digital
form. Having in mind identification of the parameters
of actuator dynamical model, it is natural to consider
encoder resolution as a measurement error. Many
papers deals with a problem of identification in the
presence of colored disturbance and unmodeled
dynamics. Often, it is a case, that the real system does
not belong to the class of system model. Then, it is
necessary to take into account the effect of unmodeled
dynamics, during the process of identification [1,2].
This problem is not important, if each joint actuator is
modeled separately, because, it is a well known fact,
that actuator has the second order model.

When disturbance is not of a white noise type, the
least squares (LS) method of identification yields
biased estimate of the model parameters. It is shown,
in references [3,4], how to obtain unbiased estimate,
without modeling the disturbance. Algorithms are

given in nonrecursive form. The advantages of"

recursive procedures of identification, comparing with
nonrecursive ones, are well known, and they are given
in the literature [5,6]. The procedure, of
transformation of nonrecursive algorithm given in [4],

into appropriate recursive form, is given in reference
[71.

Recursive procedure of identification, that avoids
computation of matrix inversion in every iteration, is
proposed in this paper. Also, influence of optical
encoder resolution on the process of identification is
analyzed in the paper. In the model of manipulator,
interactions among joints and encoder resolution are
treated as colored disturbance.

Especially, problem of insufficient persistent
excitation (PE) of actuator, during real time
identification, when manipulator performs a typical
manipulation task, is discussed in this paper. Also,
influence of encoder resolution on PE characteristics
of regressor is analyzed. It is shown, that
“disturbance” signal, introduced in this manner,
diminish the problem of algorithm covariance matrix
blow-up. On the other hand, it is still insufficient for
climination of this problem. Therefore, proposed
stabilization of algorithm is justified.

2. DYNAMICAL MODEL OF MANIPULATOR

The motion of industrial robot manipulator, in a free
space, without interactions with environment, may be
described by the equation:

M(q)§+C(q.9)g + F(q) + G(g) =7 1)
where g is the vector of internal (joint) coordinates,
M(q) is inertia tensor, C(g,q) is matrix which
represents centripetal and Coriolis effects, F(q) is
matrix of viscous friction, G(g)is matrix which
represents gravitational load, and 7 is vector of joint
generalized forces and torques. Let K, stand for

n X n matrix, which comprises reduction ratios of all
reduction gears. In that case we can write:

-1
qu =T = Kr 7,

where g¢,, and 7, are vectors of joint actuator

displacements, and actuator driving torques,
respectively. Further, one can set
M(q)=M + AM(q), )

where M denotes diagonal matrix whose constant
elements represent average inertia at each joint, and
AM(q) comprises configuration-dependent terms.

Now, one can write [8]:
T, =K, MK G, + Frgp +d 3)
where
F,=K, 'FK, 4
represents the matrix of viscous friction coefficients,
and '
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d=K'AM@@QK, "4, + K'Clq.9)K, g,

. )
+ K, G(q)

represents the contribution that depends on the

configuration. Therefore, the manipulator with drives

is actually composed of two subsystems. The first

subsystem has 7,, as input and g,, as output, while

the second subsystem has g¢,,,9,,,4,, as inputs, and

d as an output.The first subsystem is linear and
decoupled, since each component of 7, influences

only the corresponding component of g,,. In equation

(3), d denotes the vector, whose each component
represents the sum of influences, of other joints, on
the corresponding joint of manipulator. Thus, a
component of vector d can be regarded as a
disturbance acting on the actuator of a joint. When
there is a need for a faster working process, lower
reduction ratios should be adopted. This, in turn,
results in a greater impact of disturbance d, according
to equation (5). Such an unfavorable effect is more
profound in the case of joints actuated with the direct
drive motors, because in this case K, is identity

matrix (K, =1 ). The second subsystem is nonlinear

and coupled. Decentralized approach to the
manipulator dynamics modeling, based on the above
stated considerations, is wide spread. Each joint of the
manipulator is considered independently from the
others, through the dynamics of its actuator. If we

U(s)

sL+ R

A
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consider the DC motor, with well known dynamical
model, as an actuator, then dynamical model of the
joint, which is in fact the model of actuator, has
armature voltage as input and angle of rotation of the
shaft as output.

Electrically driven manipulators are usually
constructed with a DC permanent magnet torque
motor, for each joint. Basically the DC torque motor
is a permanent magnet, armature excited, continous
rotation motor, incorporating such features as high
torque/power ratio, smooth low - speed operation,
linear torque - speed characteristics, and short time
constants. Use of a permanent magnet field and DC
power provide maximum torque with minimum input
power, and minimum weight. These features also
reduce the motor inductance, and hence, the electrical
time constant. The block scheme of joint i can be
represented in the domain of complex variable s as in
Fig. 1. In this scheme u is the armature voltage, L -
armature inductance, R - armature resistance, K,,, -

proportionality constant between voltage and torque,
J - effective momentum of inertia of the combined
motor and load, reffered to the motor shaft, f -

effective viscous friction coefficient of the combined
motor and load, reffered to the motor shaft, K, -

proportionality constant between and
electromotive force.
Transfer function from the armature voltage to the

angular displacement of motor shaft is:

velocity

D(s)

] = T 159(s) ] Onls)
— IR —R— i

+ s/+ f

K

me

Figure 1. Block scheme of joint actuator

an (S) = Kenl
U(s) s(s2JL+s(If +RI)+Rf +K, K, ©

Since the electrical time constant of the motor is much
smaller than the mechanical time constant, armature
inductance effect can be neglected. This allows
simplification of the above transfer function:

0us) _ Ko

U(s) s(sRJ+Rf +K,,K,,

K @
s(sT, +1)

where K is motor gain constant, and 7,, - motor time

constant.An optical shaft encoder is a digital
transducer that converts angular shaft position into

binary coded signal. This type of sensor uses an
encoder disk to provide measurement of the joint
coordinate (g). Since the device output is in digital
form, it is often cited as one of those fortunate devices
that does not require a subsequent analog-to-digital
conversion of the output [9].

Optical encoders are devided into two basic
categories: absolute and incremental. An absolute
encoder consists of a disk with concentric tracks and a
light sensor with transmitter for each track. The light
source for an optical encoder, used in robotics, is a
light emitting diode (LED). The optical sensors are
either photodiodes or phototransistors. In order to
obtain an angular position of the shaft, absolute
encoder disk, usually, is coded with the Gray code.
An advantage of the Gray code is that each position
advance requires only one change in the digital code
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(word). An absolute encoder may be turned off,
without losing track of the position. Indeed, they need
to be powered only when a reading is required.

The output of an incremental encoder is a pulse train,
representing the overall rotation of the code disk. The
rotation is expressed -in the number of angular
increments. This fact is, in essence, sufficient when
one wants to obtain velocity data. On the other hand,
the determination of an angular position requires an
external digital counter, that keeps track of the
number of pulses. In case of power failure, the counter
may reset, thus, resulting in the loss of position
information. Similarly detrimental is the fact that if an
error does occur, it is propagated to all subsequent
information.

An encoder can only be as good as its peripherals - the
mechanical parts and processing electronics. The size
and weight of an encoder, the shaft loading, end of the
shaft play, and the external counter are all factors that
play an important role in the quality of the encoder
output. The basic quality of an encoder itself,
however, is its resolution. The. resolution is, in
essence, the smallest unit of the measured value, that
measuring device can provide, or equivalently, the
smallest input increment that still provides a
measurable change in output. The resolution of an

absolute encoder is r=2", where n is a number of
tracks of an encoder.

The corresponding angular resolution is

360" 2m

- 271 - 2)‘1 ! (8)
The resolution of an incremental encoder is simply a
number of slots per resolution

P

ar*
v=",
B ©)

where r"is the radial distance from the center to the
middle of encoder slot, and s is the width of a slot (
and the opaque segment as well) at the same distance.

3. NONRECURSIVE ESTIMATION OF
PARAMETERS OF THE JOINT
ACTUATOR DYNAMICS

As mentioned above, identification of parameters of
the joint dynamical model should be performed in the
profound presence of the non-white disturbance d.

Modeling of the i joint actuator, based on the set of
measurement data {u(z), y(t)}{V , can be carried out as

follows:
-1
=2 zli L+ AW (M) + (@),
AZhH=1+az +.. . +a,27", (10)

B(zD)=by+bz " +... + b,z
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where 7' denotes backward in time shift operator, u
denotes motor input voltage, y denotes output of the
optical encoder, and v" denotes unknown but bounded
disturbance signal. Also, it is assumed that u and y
are signals of limited power, ie. 1, <o,r, <.
Further, AW denotes multiplicative component, that
incorporates unmodeled dynamics, characterized by

stable unknown transfer function A(z_l) , and known

stable transfer function W(z_l) . System (10) can be
described by, [9]:
Ay = BT+ AW )u(®)
(11)
+v(2)
where v denotes, also, unknown but bounded signal
uncorrelated with input. The existence of unmodeled
dynamics is not very profound, according to equation
(7). Thus, appropriate discrete model can be adopted,
taking into account that W(z)=0. Then the
equation (11) becomes:
AGy() = Bz Hu(@) +v() a2}
where component v(z) models an error of the optical

encoder and sum of influences of other joints, and can
be regarded as unknown colored disturbance.

Modeling of a manipulator joint of can start from the
following equation:

y(@) + ay(t =D+ +a,y(t —n)=

bot(£) + byu(t — V.. bba(t = m) + v() 13
Also, following notation is introduced:
a= [al,az,...,an]T;b = [bo,bl,..‘,bm]T
0, (1) =[=y(t = D;=y(t = 2),...,~y(t = m)]"
0, (1) = [u(),u(t = 1),...u(t = m)]" (4

0, (1) =[u(t = m=1),...,u(t - m~ ]’
Definitions of the regressor and the parameter vector
are as follows:

o'W =lp, -0, )0, )0, ®)]

6=[a";b";a"] (16)
Now, the system (13) can be rewritten in the form of
linear regression:

Y(®) =T (u@) + v(). a7
Vector of the system parameters a occurs twice in the
vector of parameters 6, that is being estimated. This
fact is used in order to determine the bias, induced by
the disturbance, in the parameter estimate.
The parameter estimate obtained by nonrecursive LS
method, from the set of measurement data

{y(0),u()} , are given by:

15)

X 1 & Nl
O(N)=[—A72<p(t)¢T(t)J X

i=1
L (18)
(W;w)ym] = Rpy ™ (N)Rpy (N)
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Thus, the following relation holds

131_r>rt1»9(N) 6+ W Ry, (19)
where
Ryp = A}TWRW(N) =
hm[ Z(p(rw (r)]
(20)
= hm{ Z(p(r)y(f)]
Equation (14) can be written in the form [5]:
@(N) a
hm G(N)- hm 62(N) +
6,(N) ‘a
1 K
Ry | O 2D
0

because, v(t) is uncorrelated w1th input signal u(z),
thus:

Ty (n),0,...,01=[R,, ,01. 22)

GE(N ) and 63(N ) denote estimates of the parameter

vector a. Therefore, é (N) yields two estimates of a,

and difference lin [6,(N) = 65(N)] depends, only,
—yo0

on the bias component R

w» induced by the

disturbance. This fact suits 6 (N), for extraction of

the bias in the parameter estimates, through the
difference between two estimates of a.
It matrix z is adopted as

=[1,0~I];dim(Z) = 2n+m+1)xn
then from equation (18) follows:

Zt lim 6(N)=Z2"R,,"'OR,, (23)
— 00

0=[1,0";dim(Q)=2n+m+1)xn. A
consistent estimate of R, is given by:

R, =(Z"R,, " (N)Q)'ZTO(N).
It is obvious, from equation (19), that the unbiased
parameter estimates are given by:

6,(N) = 6(N) = Ry ™ (N)Ry, (N)
=6(N) = Ry ' (N)Q X
(ZTR,, (O ' ZTO(N).

where

(24)

(25)

Further, éo denotes an unbiased estimate of the vector
of parameters 8, = [a,b]" . If matrix H is adopted as:
I 0
H=|0 I}dimH)=2n+m+)x(n+m+1)
[ 0

then, following relation holds: H6, = 6.
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The above stated yields:
GWN)=HTH)H U
- R,y {(NQZTR,, " (O ZNE ().
Equations (18) and (26) give a nonrecursive

algorithm, that yields an unbiased estimate of the
parameters, for the system described with equation

(.

If matrix ﬁw (N) is nonsingular, then the solution for

(26)

) (N), according to equation (18), will exist. In the
theory of identification of dynamical systems, this
condition is denoted as a PE condition for a regression
vector, ¢(t). This condition is usually stated as:
t+L
of < qu(i)(pT(i) < pI,Vt

i=t

@7

where L is an integer, and o, > 0. Condition on
det(R,,, (N)) is connected with the PE characteristics

of input signal. During the motion of manipulator, in
many manipulation tasks, this condition is not.
fulfilled. In a manipulation task, it is common, that
velocity has a trapezoid-like profile. A typical
velocity profile, when manipulator transfers an object

from one place to another, is shown at Fig. 2.

P-N
v

o 1 1

Figure 2. A typical velocity profile, during the
performance of a manipulation task

The phase of motion, from ¢ =, to t = t,, represents
the motion of manipulator without the load. In the
time interval #; <t<1,, the end-effector takes the
object. During the phase from 7, to #;, manipulator
carries  the  object.  The
LSt<1,t35t<1t,, and 5

the working conditions, when the input signal is
constant. Regarding the PE condition, the time
interval, #; <1<t,, is specially unfavorable. During

time  intervals
t <tz correspond to

that period, the input signal equals zero.
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4. RECURSIVE ESTIMATION OF
PARAMETERS OF THE JOINT
ACTUATOR DYNAMICS

Very often, especially in the adaptive control systems,
there is a need for algorithms, that, in real time,
perform estimation of the parameters of time varying
system. The estimation is, by the rule, performed
through the recursive procedures, because they have
several advantages in comparison to nonrecursive
ones.
The procedure of transformation of basic nonrecursive
LS method, to recursive form (RLS), is given in
several books on system identification [5,6].
Following that procedure, nonrecursive BFLS can be
transformed into BFRLS.
Starting from the equation (18), and adopting that the
number of measurement data is N =¢, following
equation can be written:

1

t -
5o | L T g 1 5 o
) = t§¢(’)‘” ] |7 20050

t
= P@) Y00
i=1
From the last equation, it is obvious, that the
covariance matrix P(¢) can be computed recursively

as follows:
Pl =P lu-n+om0’ 0.
In order to obtain, in recursive manner, estimate of the

vector of parameters 6, besides equation (29),
following equations have to be set:

(29)

71

computation of the correlation matrix ~ of
regressoer, if an unbiased estimate of the

parameters, given by the equation (26), would be
computed recursively. According to the equation (20),

an estimate of Ry, , can be computed as:

t

A 1 T,
R@®) == E

®) ;2 1(/3(1)(0 @
1=

-1
_1 P i
== D000’ O +ene @}
i=1
The expression, for recursive computation of the
regressor covariance matrix, is:

& r—1 a4 1 T
Rit)=——R( -1 = .
@) t -+ t(p(r)(p ® (33)

Thus, an unbiased estimate of the parameters, taking

into account the equation (26), can be computed as:
Aol o=1T 7 _
Op()y=(H"H) "H (I (34)
e B oo™ zhio.

The algorithm, for recursive computation of an

unbiased estimate of the parameters, is given by the

equations (29) - (34). The algorithm demands

computation of matrix inversion, in every iteration,

for the matrices PTL(),R(), and ZIR()Q,
according to the equations (31) and (34)Inversion
computation, for the first and the second matrix, can
be avoided, if a well-known matrix inversion lemma
is applied to the equations (29) and (33). Thus,
following equations hold:

P(t - Do) ()P - 1)

e(t) =y - 9" (N6 -1, GO PO=PC-D- (33)
1+0T ()P( - Do)
K(t) = P()p(), €29 - .
. o =—Rkle-nu-
6(1)=6( - 1)+ K(@D)e(r), (32) ; —4 -
where e(t) and K(t) denote prediction error and the e0e” OR (-1 ). (36)
gain of the estimator, respectively. In order to make t—-1+ (pT (t)Ii’_1 (t -Do)
the algorithm run, it is necessary, that the initial Now, the following equation can be set:
conditions, P(0) and é(O) , are set.
It is sufficient to have a recursive procedure for
T 5-1 T, 51
A -1 t-1 a_ Z'R (-1 - -
ZT o) = : zT R l¢-10 - (t-Dp)p” MR "( I)Q) 1 37

Introducing F(t) =(Z Tlé_l(t)Q)_1 , the last equation
can be written in the form suitable for recursive

Fa-1zT R -Dowe! R 10 -10

t-1+¢! OR ¢ - Do)
computation, i.e. there is no need for the computation

of matrix inversion. Thus, the following equation
holds:

F(t)=%F(t—1)(I—

According to the introduced notation, the equation
(33) can be rewritten in the form:

). (38)

-1+ MR ¢ -Do@)

bo)=E Ty a1 - -

Y noFnzDHéw).
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It is a well known fact, that the gain of the RLS
estimator, denoted K{(t), goes to zero, when the
covariance matrix, P(r), diminishes. This effect is
known as estimator turn-off, [5]. There is the same
problem in the case of BFRLS estimator. Thus, if the
initial value of the parameters estimate 6,(0) is bad,
the true value of the parameters cannot be reached.
Therefore, this version of the algorithm cannot be
used in the case of time varying parameters. The
problem of the estimator turn-off can be solved, if
RLS algorithm with forgetting factor, A#1, is
employed, in the part of algorithm where, biased

parameters estimate 6, is computed. Thus, the

computation of the matrix P_l(t), according to the

equations (29) and (34), has to be replaced by:

Pl =27 -+ 00 0.
In order to avoid the computation of matrix inversion,
the last equation can be transformed to:

Pt -Do®e! ()
A+l OPE-1o()

(40)

Pit)=|1-

P(t-1) 41

A
When A <1 (a typical value is adopted from the
interval 0.9 <A <099), the algorithm will perform
well, if PE is adequate during the identification
process. Considering implementation of the recursive
identification algorithms, usually, evaluation of PE
quality of the regressor is based on the trace of
covariance matrix P [10], instead the equation (27). It
is common, that the manipulator has a trapezoid like
profile of velocity, during the motion. In that case, an
actuator driving voltage and a link velocity are kept
constant, on the substantial part of the manipulator
trajectory. On the other hand, it is more difficult to
fulfill the PE condition, in the case of the BFRLS
algorithm, due to the larger regression vector ¢(¢).

Thus, it is very important to achieve good
performance of the algorithm, in the case of the large
time intervals with inadequate PE. Computation of the
covariance matrix is modified, in the case of, so
called, stabilized version of the adaptive estimator
(SRLS) . Instead of the equation (40), in the case of
SRLS, there is the following equation:

Ply=a-pprle-n+

oeT (1) + por
where p€(0,1) and o > 0. It is obvious, that in the

(42)

case o =0, modification becomes the RLS algorithm
with forgetting factor A =1- p. Also, it is necessary

to avoid a computation of matrix inversion, P—l(t) X

in every iteration. This cannot be done in a usual way,
using the matrix inversion lemma. Thus, there is a
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solution of this problem,
following approximation.
Firstly, equation (42) should be rewritten as:

Pl ="l +ome” @)

in [10], based on the

(43)

where

—P pl -y,

E™ (t) = po(l +
e (44)

Now, equations (43) and (44) can be transformed to
the form:

T
o S E(z);o(r)co ®_|EO 45
A+ ol EDe@) | 2
Pit-1) pa 2
EQ@)= - Pe(-D+...
1= -p)? “o

It is shown, in [10], that, in order to compute E(?), it is
sufficient to take into account the first and the second
term, from the right hand side of the equation (46).

5. SIMULATION RESULTS

Manipulator PUMA 560 is modeled by software
package MATLAB, Robotics Toolbox. The actuators
of all PUMA 560 joints are driven by the control
voltage depicted at Fig. 3.

o

o & & D o N HA O ®

o

0 200 400 600 800 1000 1200 1400 1600

Iterations
Figure 3. Joint control voltage[V]

Results of identification of the first joint actuator
dynamics are presented in this section. Adopted
values of the BFRLS algorithm parameters

are: P(O)=103,p=0.01. Also, the second order

discrete transfer function is adopted in order to model
the actuator dynamics. In the first test case, encoder
resolution, considering measurement of the actuator
output, is not taken into account. Error of the one-
step-ahead output prediction, estimates of the model
parameters and the places of the discrete transfer
function poles are presented at Fig. 4 - 6, respectively.
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Figure 4. Prediction error
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Figure 5. Parameter estimates

Figure 6. Poles of the model

In order to track PE characteristics of the regressor,
trace of the covariance matrix P(¢) is presented at Fig.

7.
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Figure 7. Trace of covariance matrix

It is obvious, that there are some time intervals where
trace[ P(t)] exponentially grows. Fig. 5. and Fig. 7.

ilustrate influence of the covariance matrix variations
on the variations of the estimates of the model
parameters.

In the second test case, encoder resolution is taken
into account. This is done by rounding a joints angular
displacement data. Each data, presented in radians, is
truncated, thus having the three decimal figures
behind decimal point. This corresponds to the

resolution of 107 radians. Fig. 8. ilustrates a change
in regressor PE characteristics due to adopted encoder
resolution. Fig. 8. presents a trace of the covariance
matrix P(z) .

1
4xo‘3

3.5 h

3 \ L
25 \

2 AN
1 /
| 1/

0 200 400 600 800 1000 1200 1400 1600

Iterations
Figure 8. Trace of covariance matrix, in the presence
of encoder resolution

Comparison of Fig. 7. and Fig. 8. shows improved
regressor PE characteristics. Variations of a trace of
the covariance matrix P(z) are less profound. Hence,
variations of estimates of the parameters are less

profound. Estimates of the parameters are presented at
Fig. 9.
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Figure 9. Parameter estimates, in the presence of
encoder resolution

Therefore, a problem of covariance matrix blow-up is
diminished, but it still exists.

The third test case coresponds to the BFRLS
algorithm proposed in this paper. Values of the
algorithm parameters are the same as in previous test
cases. Value of the stabilization factor o is ot =107°.
Encoder resolution model is the same as in the second
test case. Error of the one-step-ahead output
prediction, estimates of the model parameters and the
places of the discrete transfer function poles are
presented at Fig. 10 - 12, respectively.
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Figure 10. Prediction error
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Figure 11. Parameter estimates
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Figure 12. Poles of the model

6. CONCLUSION

Recursive algorithm, for identification of the
dynamical model parameters, in the case of the system
disturbed by the colored noise, is proposed in this
paper. It is shown, that encoder resolution and
interaction among manipulator joints can be modeled
as colored disturbance, considering the model of joint
actuator. Algorithm, for typical manipulation tasks,
yields small variations of parameter estimates,
because in stabilized version of the algorithm there is
no need for a computation of matrix inversion.
Simulation results confirm undertaken analysis and
benefits from the proposed algorithm.
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A PEDESTRIAN AND VEHICLE MOTION IDENTIFICATION
BY AN “IF-THEN” RULES BASED METHOD

Milojko V. Jevtovié, VTI VJ, Beograd
Vlastimir Pavlovi¢, Faculty of Electronic Engineering, Nis

Abstract - In this paper, the original sensor signal processing method and results interpretation, enabling the
pedestrian and vehicle motion identification in the observed area, are exposed. Sensors perform motion
detection. The method is based on the time-domain sensor signal analysis by computing the certain
parameters, and the results are interpreted, upon the beforehand defined rules. The decision rules about
what is moving in the protected area are also discussed. Deciding, i.e. results interpretation, is performed by
class separation from the parameter set, such as: mean-length signal duration in the observed time period,
mean-time duration of the pause between the sensor successive initiations, mean-time duration of the pause
between two successive passing through “zero”, mean motion speed, etc. The proposed method gives positive
results, unlike the attempts for solving the identification problem by using several other methods. The
mentioned method has a software realization on the laboratory equipment (personal computer and digital
signal processor). Its efficiency is tested in real conditions. The experimental results show that the proposed
method is very efficient for solving the pedestrian and vehicle automatic identification problem.

1. INTRODUCTION seismic noise. We emphasize that the other
sensor solutions [7,8], Fig.1, with amplifier, give
In electronic protecting system realization, the an impulse response, which has increasing
problem of provocative classification, perturbing  oscillation envelope up to the peak value, after
the protected area or object security always arise. ]
In other words, the problem is how to identify i Re i |
the pedestrian and vehicle motions, i.e. how to . Al
classify provocative inciting (activating) the £ -=¢
appropriate sensors by its motions. The 7
assumption is that the information about what is IOT RS Teer vmer jeeel Gmmy o geT agm o omseaed
moving is contained in the sensor signal. In the Fo 10
previous work for solving the mentioned
problem, several authors have applied a few
different signal processing methods, such as:
igher order spectrums [1], comparison with
reference signal [2], cyclic spectrum method [3], =ap
cepstrum [4], [5] and higher order moments [6]. -
These methods did not give satisfactory results in
the case of seismic signal. Thus, our approach to %
the solution of the problem was to investigate
time-domain sensor signal analysis, computing
certain parameters and to give results
interpretation by appropriate rules. The sensor ]
analysis method, computing parameters and e W e R e v e e ees
decision rules are presented in this paper. The ::1‘":) f
results review by real signals is also given. In
addition to the commercial speed and
acceleration sensors, with appropriate amplifiers,
a new acceleration sensor, with piezoceramic,
and a new analogue circuit are used. The 5 GENSOR SIGNAL ANALYSIS
characteristics of the sensor proposed by Prof.
Pavlovi¢ [9] are optimized in a mechanical and
electrical sense, thus, after incitement, the
impulse response has a dominant first oscillation
and decreasing envelope. In the absence of the
incitement, it has significantly low level of

Moagnitude {V)

+ 0 - N W ¢ O
T T =TT

1

Magnitude (V)

Magnitude (V)

Fig. 1 Waveforms of the crigina seismic signals

which the envelope decreases, Fig.3.

During pedestrian motion, the sensor is
incited by a foot stroke on the ground. Fig. 1
shows the sensor’s signal waveform, caused by
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pedestrian motion. For such signals, a mean-
length duration can be defined as:

Magnitude (V)

Time (ms)

Fig. 2. Waveform of the original seismic signal

1 1 &
P =I—V-(P51 + Py ot PSN)=WZ=;PSI. (1)

where N is the number of pedestrian foot strokes,
and Pg; — is the i-th stroke duration. This
definition of Py is valid for signals that do not
have significant presence of reflections (Figs. 1b
and c). The reflected signals influence can be
avoided in two ways: by computing Pg for large
number of N or by rejecting signals whose
duration is less than the predefined minimal
value Py

4 0 - N u & @
T 1T

Magnitude (V)

-3

Time (ms)

Fig 3. Waveform of the original seismic signal

The value of Ps, depending on the moving
person mass, its motion speed and ground
characteristics, will be bounded:

Posin S £ 0 )

min
for most persons moving in the observed area.

For a sensor signal, caused by pedestrian
motion, the mean-time Ry, physically denoting
pause duration between two steps, is defined by
(see Fig.1):

1 1 &
R, =E(RS1 +R,, +...+PSK)=7<—§R&. 3)

where i=1,2,...,K is the pedestrian steps number,
and Rg; is the time between two successive foot
strokes on the ground.

The mean-time pause duration between two
steps depends, of course, on motion speed (slow
walk, normal walk, running) and the number of
moving pedestrians (one, two or group of
pedestrians). For one walking pedestrian, pause
duration Rg will is bounded as:

RSK min S RS S RSK max (4)

while for a running pedestrian it is:

R SRy S Ry ®)

ST min

Foot stroke on the ground, caused by
pedestrian motion, creates oscillations that the
sensor detects and generates an alternating
signal, which is periodic at one part (Fig.2).

Assuming that the sensor signal does not
contain direct (DC) component (it can be simply
eliminated, if exists) it is easy to notice that
signal from Fig.2 has a certain number of passing
through “zero”, in Fig.2 denoted by:

ApAg.nd,

Mean-value of interval duration between two
successive sensor signal “zero” passings, can be
determined from the relation:

1 1&
Ag =—Q—(A1 +A, +...+AQ):§§AZ. (6)

where Q is the number of “zero” passings.

Pedestrian motion speed can be determined
from the motion path (trajectory) by determining
two path coordinates, i.e. by measuring the
distance (already known) between them and the
elapsed time for the pedestrian to cross that
distance.

A new method in which it is not necessary to
know paths in order to determine the pedestrian
motion speed is presented in this paper.

According to Fig.l1 the pedestrian step
duration is:
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T, =F +R; @)

Step mean-duration can be evaluated from the
relation:

1 m
Tys = ———Z(Psi + RSi) (8)

i=1
where m-is the step number.

The step number in a time unit, measured in a
time interval of 7 seconds, is:

T ™m

K= )

TKS i(PSi + RSi)
i=1

If a mean-length pedestrian step is denoted by
D (regardless on a motion manner) then the
pedestrian speed motion can be determined from
the relation:

wmD

VP:KSD: [m/S]

- (10)
2 (PSi +R;)
i=1

The accuracy of the determined pedestrian
speed motion depends on the adopted pedestrian
step mean-length value.

The vehicle motion speed is determined by
measuring the time interval between the signal
generation at the two sensors, placed on the path.
The distance between two sensors is beforehand
defined (measured).

3. DECISION RULES

Sensor signal parameters, depending on the
types of stimuli (pedestrian, vehicle), lie within
certain boundaries. For most of these parameters,
boundaries can be determined only-after a large
number of experiments with real sensors. On the
basis of performed experiments and obtained
results, some experimental knowledge is made,
which can be formulated in several rules, such
as:
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1. Generated sensor signal, caused by vehicle
motion, is continuous and lasts longer than 3
seconds for sure.

2. Generated sensor signal, caused by pedestrian
motion (one, two or group of pedestrians) has
interruptions, which mean duration is longer
than 30ms.

3. If one person performs normal walk (five or
more steps), then the time interval between
two successive foot strokes, ranges between
130ms to 800ms.

4. Pedestrian motion speed, in the case of slow
walk is less than 3 km/h, in the case of normal
walk it ranges between 3 to 7 km/h, while in
the case of running it is greater than 7 km/h.

5. Vehicle motion speed is greater than 15 km/h.

On the basis of experiments performed with
real stimuli, the other rules for processing results
interpretation are defined. Using them, a decision
as to what is moving in the observed, protected
area can be made.

Considering the computing results of signal
parameters values and the set of the
aforementioned rules, the determination problem
of what is moving in the protected area, can be
solved by an “if-then” based method. The
algorithmic approach has following form:

if
Pgat boundaries Py < Psg< Pgy
and
Rs at boundaries Rgy < Rsx < Rsw
and
Apy interval of “zero” passing
Ak < App < Ay
and
v, motion speed Vpu < Vpx < Vo
etc.
then
the motion provocative:
normal walking PEDESTRIAN
The second example, for the running

pedestrian in the protected area, is:

if
Pg at boundaries Pgy; < P < Py
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and
R; at boundaries Ry, < Rsi < Ry

and

Ap, interval of “zero” passing

Ay S Ap S Ay

and

Vp running speed Vpu S Vpr S Ve
etc.

then

the motion provocative:
running PEDESTRIAN

For the vehicle motion, algorithmic approach
has the form:

if
sensor signal continual Pg > 3s
and
sensor signal Rg perpetual Ry = 0Os
and
Apy interval of “zero” passing
AL Apg < Ay
and
Vpy motion speed Vyy S Vg S Vi
etc.
then

the motion provocative:
VEHICLE

Extensions of the above algorithmic
approaches to a group of pedestrians, group of
vehicles etc. can be realized in a similar way.

4. RESULTS

On the basis of the proposed method, a
software module for pedestrian and vehicle
motion identification was developed. It was
installed on a personal computer with digital
signal processor connected with a set of sensors
array via (by) the low-pass amplifiers and filters.
Two types of sensors, electrodynamics
(geophone) and piezoelectric, are used in the
investigation.

Testing of the method proposed for pedestrian
and vehicle motion identification is performed in
real conditions, inciting sensors by pedestrian
and vehicle motion. Experiment is performed by
motion of ten (10) different pedestrians and two
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groups of pedestrians in the protected area. They
were walking slowly, normal and fast (running).
Three-hundred-forty-five (345) passings through
protected area were performed. Successful
identification of 337 pedestrian passings was
achieved. Eight passings by slow walk were not
identified, due to large pedestrian distance from
sensors (on the sensor sensitivity threshold).
Pedestrian motion identification results are
presented in Table 1. The decision quality of
vehicle motion identification was examined, also.
All of performed 30 vehicle passings, were
successfully identified.

A measuring of the pedestrian speed in the
case of slow and normal walk and running is
particularly performed by the proposed method.

Measured results for three pedestrian motion
speeds, whereby each one passed the protected
area for 30 times, are given in Table 2.
Simultaneous measuring of the passed paths
length and the elapsed time for those paths that
were passed, have confirmed that the proposed
method offers satisfactory results.

5. CONCLUSION

The proposed method for pedestrian and
vehicle motion identification, based on time-
domain sensor signal analysis, computing certain
parameters and interpreting the results on the
basis of the already defined rules, offers positive
results for the decision about what is moving
through the protected area.

Using the new sensor with the appropriate
analogue amplifier Prof. Pavlovic’s, positive
identification results, by the described new
method, are obtained.
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Table 1. The results of identification
Normal walk Slow walk Running
Ser, | Incitation | . Identif. no. No. Identif. No No. Identif. No
provocativ | . . _ o o
no. 8 InCit. | Succes. | Unsuc. | INCIL | Succes. | Unsuc. | InCit. | Succes. | Unsuc.
1 Pedestr. 1 10 10 0 10 9 1 10 10 0
2 Pedestr, 2 10 10 0 10 9 1 10 10 0
3 Pedestr. 3 10 10 0 10 9 1 10 10 0
4 | Pedestr. 4 10 10 0 10 9 1 10 10 0
5 Pedestr. 5 10 10 0 10 9 1 10 10 0
6 Pedestr. 6 10 10 0 10 10 0 10 10 0
7 Pedestr. 7 10 10 0 10 10 0 10 10 0
8 Pedestr. 8 10 10 0 10 10 0 10 10 0
9 Pedestr. 9 10 10 0 10 10 0 10 10 0
10 | Pedestr. 10 10 10 0 10 10 0 10 10 0
11 | 2pedestrns. | 10 10 0 10 10 0 10 | 10 0
12 | Ped. group 5 5 0 5 5 0 5 4 1
Table 2. The measured pedestrian motion speeds
Motion speed km/h 3
Pedestr. 1 Pedestr. 2 Pedestr. 3
SW | NW [RUN | SW | NW RUN SW NW | RUN
276 |3.63 |7.43 |3.45 5.87 | 10.09 2.58 3.28 | 14.90 SW — slow walk
294 [3.63 |7.43 |3.63 539 11.40 2.71 3.92 | 16.10
2.25 |4.49 19.33 |5.01 4.66 9.67 2.69 3.45 | 13.60
3.97 [2.42 [7.94 |2.25 | 3.90 | 10.07 | 2.91 | 4.10 | 13.10 TR = mreene, wl
345 |3.11 |7.08 |4.66 6.22 | 10.04 | 3.10 3.28 | 10.70 RUN - runing
2.08 12.59 |6.91 |2.94 6.04 | 13.03 2.45 3.92 | 13.00
294 (3.11 [7.77 |2.25 7.94 | 11.10 | 2.41 345 | 12.40
2.59 [2.59 [9.33 |2.59 5.30 | 11.60 2.71 4.11 11.60
3.11 |2.94 (8.29 |2.42 | 460 | 13.10 | 2.81 | 3.28 | 15.70
2.76 12.25 |8.12 J1.21 7.94 | 12.40 | 2.81 4,10 | 11.60
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