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PREFACE

This issue of international journal “Electronics” includes 10 the most
interesting papers selected from the 4™ Symposium on Industrial Electronics —
INDEL 2002, and 3 regular papers.

The 4™ Symposium on Industrial Electronics — INDEL 2002 was held in
Banjaluka from November 14-16,2002. At the conference 98 authors and
coauthors from 21 institutions both from academia and industry presented 55
papers. All papers are presented in conference proceedings. The main topics of
| the conference are: Analog and Digital Circuits, Power Electronics, Signal
Processing, Materials and Components, Program Support for Control and
Model Identification and Process Control. The aim of the conference is the presentation of the
development and research results in the areas related to the conference topics.

Special plenary session devoted to the jubilee: “40 years of Faculty of Electrical Engineering in
Banjaluka” was held during the conference.

I would like to express my gratitude to the authors and invite all researches, who are interested in
the field on Industrial Electronics, to present their development and research results in the next issue of
international journal “Electronics”.

Also, I would like to invite all readers of the “Electronics” journal to take active participation at the

next 5" Symposium on Industrial Electronics — INDEL 2004, which will be organized in Banjaluka,
Republic of Srpska in October/November 2004.

Prof. dr Branko Doki¢, Editor
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3D-SIMULATION OF ELECTRICAL AND THERMAL CHARACTERISTICS
OF ELECTRIC CONTACTS

Aneta Priji¢, Biljana Pesié, Zoran Priji¢, Dragan Pantic, F aculty of Electronic Engineering, Nis
Zoran Pavlovié, Faculty of Science and Mathematics, Ni§

Abstract — Basic features expected from electric contacts in
circuit applications are low and stable contact resistance,
high electric and heat conductivity, good resistance to
welding and wear. In order to fulfill all these requirements
contact material should be selected carefully. This paper
deals with the simulation of electrical and thermal

characteristics of contacts. For various materials, types of

contacts and loads the distributions of electric potential,
current densitv and Joule's heat were generated, along with
the contact temperature dependences on load levels.
Simulated characteristics have been analyzed from the point
of view of the evaluation contact material proper to given
load.

1. INTRODUCTION

In spite of an intensive development of semiconductor
devices and their often exploitation in electric circuit control,
switches and relays still play an important role. They are used
in a variety of applications, covering a broad spectrum of
industrial activity including electronic and electric industry,
manufacture of household appliances, automotive and
acrospace engineering. Their function is based on the
mechanical action of metal parts known as electric contacts.

Due to versatility of switches and relays, electric
contacts are available in different sizes, forms (rivets,
profiles, blanks, disks, buttons, etc.) and types (solid and
clad). Solid contacts are entirely made of highly conductive
materials (precious metals or their alloys), while clad ones
are mostly produced of copper with their tops being plated by
alloy of precious metals.

The most troublesome aspect of contact evaluation is
in choosing the material and predicting performance under a
multiplicity of operating conditions. To a large extent,
difficulty results from a lack of information on the parameters
affecting contact performance. Additional problems can arise
during the contact operation as a consequence of improper
material selection. They are associated with material transfer
and pitting, arc erosion, sticking and welding, and lead to
reducing of contact durability. In elimination of some of
above-mentioned  problems  simulation of  contact
characteristics is used as a powerful CAD-CAE tool.

This contribution presents the results of 3D simulation
of electrical and thermal characteristics of rivet contacts.
Simulation is carried out on solid and clad types of contacts
by involving different materials and loads. Distributions of
electric potential, current density and Joule’s heat, as well as
the contact temperature dependences on loads are generated
for each contact type considered.

2. SIMULATION PROCEDURE

Three-dimensional simulation of contact
characteristics was performed by numerical treatment of the
complex physical problems. Software solves Maxwell’s
equations simultaneously with equations describing heat
conduction/convection. It is based on the finite elements

analysis (FEA) and utilizes different adaptive grid refinement
techniques to reach the fastest solution. Through the
graphical user interface the shapes and dimensions of
contacts are defined along with material parameters
(physical, electrical and thermal ones), and load conditions
(the values of electric potential on both contact surfaces).

3. CONTACT PARAMETERS

For the simulation purpose rivet contacts were
selected, since this form is commonly used in different
applications. Their cross-section for solid and clad type is
shown in Fig. 1, while dimensions are listed in Table 1.
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Fig. 1. Cross-section of solid (a) and clad (b) rivet electric

contact
Table . Dimensions of rivet contact [1]

Contact dimension Value (mm)

Head diameter - d, 3

Total head height — k 0.7
Shank diameter - d, 1.5
Contact layer height —s 0.35
Shank length — 1 1.5

Head and contact rounding 0.5and 0.1
radii — 1 and
Head taper angle - o 15°

Contact materials (kind and composition) were chosen
according to data from catalogues of the major world
manufacturers [2-4]. Silver with purity of 99.99% was
selected to be material for solid contacts, while copper and
one of the following alloys: 90%Ag-10%Ni, 90%Ag-
10%CdO, 60%Ag-40%Pd were used as materials for clad
contacts. Ag-Ni and Ag-CdO alloys are very close to the pure
silver in electrical and thermal conductivity, but they exhibit
better mechanical properties. Ag-Pd alloy is high in hardness
making the contact resistive to deformation and arc erosion.
Its high melting point provides good resistance to material
transport. On the other hand, Ag-Pd alloy is less conductive
(electrically and thermally) than Ag-Ni and Ag-CdO alloys.
Values of the physical, electrical and thermal parameters of
used materials are summarized in Table 2.
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Table 2: Physical, electrical and thermal parameters of
contact materials [2-4]
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Cu 1356 | 1.69-10% | 4.29-10° | 401
Ag 1234 | 1.62:10° | 4.10-10° | 419
90%Ag- | 1234 | 1.89-10® 390
10%Ni
90%Ag- | 1234 | 2.0810° 330
10%CdO
60%Ag- | 1450 22:10° 50
40%Pd

During the simulation, contacts were biased in the
following manner: one contact surface was kept at the zero
potential, while the other was supplied by the potential that,
for different contacts, had taken value from the range of 1-10°
5:5.10° V. According to these potential differences and
resistivity of materials, currents in contacts were ranged from
0.28A up to 83.9A.

In order to obtain thermal characteristics more
accurately, temperature dependence of electrical resistivity
was taken into account in all calculations. For heat
transmission between contact and surroundings convection
regime was assumed, since in that case contacts were treated
in an isolated state (without assemblies). Thus, convection
coefficient of 28.4W/m’K (valid for air-metal system) and
ambient temperature of 300 K were used in thermal
simulation.

4. RESULTS

Fig. 2 shows how distribution of the electric potential
throughout the solid Ag (Fig. 2a), clad Cw/Ag-Ni (Fig. 2b)
and clad Cu/Ag-Pd (Fig. 2¢) contact. Presented distributions
were generated at potential difference of 2:10™*V, ie. for
currents of 11.4A, 10.8A and 5.6A, respectively.

As can be seen from the Fig. 2, potential distribution
in solid Ag contact is very similar to that in clad Cu/Ag-Ni
contact. Large difference in electric potential appears only in
the case of clad Cu/Ag-Pd contact, which is attributed to the
conductivity of involved alloy. Electrical and thermal
conductivity of Ag-Pd alloy is one order of magnitude lower
than that of other materials considered (see Table 2).
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Fig. 2. Distribution of electric potential in: a) solid Ag, b)
clad Cu/dg-Ni and ¢) clad Cu/Ag-Pd contacts

Distribution of the current density in clad Cu/Ag-Ni
contact (obtained at load voltage of 2:10*V) is shown in
Fig. 3, using vector representation. Regions of contact where
current density reaches the maximum can be easily
determined from this figure. In rivet contacts the most critical
region is the junction between head and shank where the
contact geometry changes abruptly. For the contact presented
in Fig. 3 maximum value of current density 15 8.7-1 0°A/m’.



ELECTRONICS, VOL. 6, NO.2, DECEMBER 2002 S

TissEenT

Fig. 3. Distribution of current density in Cu/Ag-Ni
contact

Joule’s heat generated in contact is directly related to
the distribution of the current density, and its values inside
the clad Cu/Ag-Ni contact are presented in Fig. 4. It is
evident that head-shank junction represents “hot” area in the
contact volume. In this area it is reasonable to expect
initialization of different thermally activated degradation
processes, among which material migration is the most
dangerous for reliability of contacts.
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Fig. 4. Distribution of Joule's heat in clad Cu/Ag-Ni contact

In spite of the observed effect of heat accumulation,
we have not found any significant difference in the
temperature of various parts of contacts. As can be seen in
Fig. 5, temperature is uniformly distributed throughout clad
CwAg-Ni contact. Reason for this is probably high
conductivity of contact material contributing to the fast heat
transmission and/or coniact assembly omission contributing
to the uniformity of surroundings.

Fig. 5. Distribution of temperature in clad Cu/Ag-Ni
contact

Dependencies of the contact temperatures on the
current intensity are shown in Fig. 6 for different contact
materials. One can see that for Ag, Cu/Ag-Ni and Cu/Ag-
CdO contacts the temperature values are very close to each
other for the whole range of currents used in the simulation.
On the other hand, in Cw/Ag-Pd contact the temperatures
reach the higher values, and differences become more
significant (even over 200K) as current increases.
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Fig. 6. Contact temperature vs. current intensity

Results from Fig. 6 could be useful in definition of
contact applications from the aspect of their limiting by
allowed current levels. Namely, only current levels at which
temperature of contact does not exceed the melting point of
contact material are allowed. Dependencies from Fig. 6 could
be also useful in selection of an alternative contact material.
When two materials have similar electrical and thermal
characteristics, as it is the case with Ag-Ni and Ag-CdO
alloys, appropriate material can be selected on the basis of
any other property, for instance by ecological suitability. So,
due to high toxicity of CdO, Ag-CdO alloy can be replaced
by Ag-Ni alloy without any significant change in contact
characteristics.

5. CONCLUSION

In the procedure of contact development simulation of
electrical and thermal characteristics plays an important role.
At specified geometry and contacting mode, simulation
provides the data necessary to choose suitable contact
material. On the other hand, at pre-set contact material, it
enables definition of the limiting electrical conditions for the
contact exploitation. On the basis of the simulation results
some changes in contact geometry can be also suggested.

Finally, simulation of the contact characteristics can
be helpful in considering some problems related ‘to their
reliability.
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VHDL-AMS COMPILER FOR ALECSIS SIMULATION ENVIRONMENT

Milunka Damnjanovié, Bojan Andjelkovi¢ and Vanco Litovski, Faculty of Electronic Engineering, Nis

Abstract: Mixed-signal and mixed-domain simulator Alecsis
with its own object-oriented HDL, AleC++ provides a
comprehensive design
complex electronic circuits and non-electrical systems. In
order to exploit good features of standardization VHDL-AMS
compiler for Alecsis has developed. Basic principles of the
compiler and its integration into Alecsis are described in this
paper.

Keywords: electronic circuit, verification, simulation, HDL,
compiler.

1. INTRODUCTION

Modern  application-specific  integrated  circuits
(ASICs) and system-on-a chip (SoC) designs frequently
contain both analog and digital subsystems, embedded
software, and sometimes are used with optical, magnetic
and/or micromechanical devices. Therefore, we have not only
analogue/digital (mixed-signal) designs, but also mixed-
domain integrated systems, where different physical
processes interact. For development of such systems a
powerful simulator and appropriate modeling language are
needed with the ability to describe and analyze all these kinds
of subsystems in the most efficient way. Recent development
in the field of mixed-signal hardware description languages
(HDLs) has been determined by the strong need for
standardization. IEEE VHDL 1076.1-1999. (informally
known as VHDL-AMS where AMS stands for analog and

environment for verification of

mixed-signal) [3], [5] and Verilog-AMS standards have been
issued and they are intended to be universal tools for
modeling and documentation of both analog and digital
devices and physical models from other domains (mixed-
domain models). However, in the industrial community it is
already clear that standardization is not going to solve all
problems, such as, for example, the fact that VHDL-AMS
and Verilog-AMS can not be used for hardware/software co-
simulation necessary in SoC design. One convenient solution
is to enable the simulator to accept and integrate models
developed in different languages. Such language-neutral
simulation environment let designers use codes (descriptions)
already written in standard HDLs which are portable between
different EDA tools, while taking good features of the other
language(s) to describe and test the components which can
not be described in standard HDLs. Finally, the whole
complex system can be verified using only one simulation
tool. Mixed-language simulators are already available in the
market (ADVance MS rom Mentor Graphics, SMASH from
Dolphin Integration etc.). This paper describes one such
approach. It discusses a method of co-simulation with our
Alecsis simulator/language environment and VHDL-AMS
pre-developed models.

Alecsis (Analogue and Logic Electronic Circuit
Simulation System) [1] is a mixed-signal and mixed-domain
simulator with its own object-oriented HDL named AleC++
suited for modeling and simulation of both digital and
especially complex analogue models. Developed as a

user

T |
| i
‘ | | f
VHDL-AMS AleC++ system | F————— [ Wwavelokm
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ibraries models Analog and Logic Electronic
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Figure 1. Organization of Alecsis simulator, with VHDL-AMS compiler.

superset of C++, AleC++ supports the good features of
object-orientation that enables modeling in a natural way. As
Alecsis can interpret C/C++ routines while executing
hardware models, it is very convenient for descriptions of
systems with embedded software. However, having in mind

the importance of standard languages (great number of
designers that use it, portable models, growing number of
already developed models) and convenience of using mixed-
language simulation environment we are developing VHDL-
AMS compiler for Alecsis. The compiler enables accepting
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of VHDL-AMS code and Alecsis simulation with as low
designer intervention as possible.

Short description of Alecsis structure and the concept
of integration of VHDL-AMS compiler into Alecsis
simulation environment will be given at the beginning. After
that the principles of mixed-language simulation will be
explained, as well as AleC++ and VHDL-AMS code
interaction. The fourth section gives an example of co-
simulation and the last one is the conclusion.

7. ALECSIS SIMULATOR/VHDL-AMS COMPILER
INTEGRATION

Since AleC++, the hardware description language of
simulator Alecsis, is based on the programming language
C++, a straightforward solution would be to compile  the
HDL code into appropriate object code, link it into | the
simulation kernel and directly execute (compiled simulation).
However, the simulation process is simpler if the model code
needs not to be compiled and linked to the simulation engine
every time it is modified. For that reason interpr:eted
simulation can be used in which model code is captured by
the front-end analyzer and transformed into a suitable form
for the simulator to execute. This transformation process is
called elaboration and it generates a program to be interpreted
by the simulator. The drawback of such approach is lack of
code optimization, so the model interpretation is slow. Since
model code is executed many times during the simulation
run, the code optimization is of great importance.

Alecsis combines good features of both approaches.
From the user’s point of view AleC++ models can be used
both in an interpreted and compiled simulation. However,
even if the user chooses interpreted mode, the code is firstly
compiled into AleC++ object code (internal binary forinat of
the simulator Alecsis) and optimization is performed.
AleC++ object code is used as an intermediate code for
communication between different HDLs. After that| the
virtual processor interprets the generated object code. In
compiled mode, the result of compilation is stored ir the
model libraries in AleC++ object code format. These
compiled models can be later used in system description or in
description of other models, and all global symbols will be
resolved by the linker/loader before the simulation starts.

The simplest way to achieve AleC++/VHDL-AMS co-
simulation is to use the existing simulation kernel of Alecsis
simulator and to develop a new compiler for VHDL-AMS
language [4]. Figure | shows the co-simulation concept. The
structure of VHDL-AMS compiler is shown in Figure 2.

At first the compiler front-end analyses VHDL-AMS
source code and generates the intermediate data structurgs. It
consists of two usual building blocks: lexical analyzer (scan-
ner) and syntax analyzer (parser) [2]. The lexical analyzer

VHDL-AMS
___y_source code

e

lexical g;

analyzer .

tokens

¥

symbol parser E

table
" intermediate

y  [form

| objectcode |
4 generator |

|+ optimizer
AleCH+

obiject code
v b}t,

Figure 2. VHDL-AMS compiler structure
carries out the simplest level of structural analysis and groups
the individual characters of the source code text into the
logical entities having a collective meaning (tokens). The
syntax analyzer then groups the simple elements identified by
the scanner into the larger language constructs, such as
entities, architectures, statements, loops and functions. The
parser constructs binary trees followed by an intermediate
form (called “three-address code™ [2]). Also, in this phase the
semantic analysis is performed which determines type of
variables, signals, terminals and quantities, the size of arrays
and so on. A symbol table is used to keep track of scope and
binding information about names (see Figure 2). The
compiler back-end takes generated intermediate data
structures and produces AleC++ object code. The code
optimisation is performed in this phase, too. It eliminates the
unnecessary instructions, groups some instructions into one,
discards the dead code (code that never executes), find the
most frequently used variables and put them into registers
etc. Alecsis implements only the local (peephole)
optimisation that improves the quality of the generated object
code while preserving pretty short compilation time. In this
type of optimization, compiler does not analyze the whole
code but only 2-3 successive instructions and tries to perform
optimization on them. It can significantly reduce the
simulation time while compilation is still pretty fast.

Due to similarities between AleC++ and VHDL-AMS,
as it will be shown in the following section, the code
generation phase developed for AleC++ language is used
nearly complete without changes for VHDL-AMS compiler,
t00.

Compiled VHDL-AMS models can be used in the
same manner as any other AleC++ model. The only
exception is that simulation control parameters must be
obtained from AleC++ file. They include control of
numerical integration, iterative processes and sparse matrix
solving. Therefore, VHDL-AMS models can not be used in
the interpreted mode.

8. VHDL-AMS AND ALEC++ MIXED-LANGUAGE
SIMULATION

Two problems must be solved in order to make
AleC++/VHDL-AMS mixed-language simulation possible:on
what level would be the code combining allowed and if the
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synchronizing primitives are needed. Since the objective of
co-simulation here is to enable reuse of models developed in
the other HDL there is no need for code combining inside a

through quantities (for flow like effects such as current or
fluid flow rate). AleC++ uses a similar language element
called link to describe quantities that appears on a module

ALEC++ VHDL-AMS
module Z——= architecture
function ——= function
function call Z——= function call
instance of module —— instance of component
node =———= across quantity
current == through quantity
flow =—= free quantity
simple eqn, across eqn, througheqn =———= simple simultaneous statement
ddt —/= dot
dt =——/= integ
e === procedure
model card  ——
global vaniable  ——=  —— —
nature

Figure 3. Correspondence between AleC++ and VHDL-AMS elements.
Shadowed items do not have appropriate counterparts

single language object (e.g. function, instance of component)

Since AleC++ resembles the semantics of standard
HDLs such as VHDL-AMS, the correspondence between
language elements can be easily established (Figure 3). It
enables VHDL-AMS compiler to form appropriate data
structures that can be translated into AleC++ object code and
use of almost completely unchanged the back-end of the
existing AleC++ compiler. A VHDL-AMS model consists of
an entity describing the interface and one or more
architectures containing the implementation of the model.
When that model is instantiated in a structural description,
the designer specifies which of several architectures to use
for each instance. Every architecture with appropriate entity
in VHDL-AMS corresponds to one module in AleC++ and
they are compiled into the library object of the same kind.
Another basic language construct in both languages is
function. Code combining under this level is forbidden. That
means that it is not allowed to describe one process or
equation in VHDL-AMS and another in AleC++ inside the
same module/architecture. The mixed-language simulation is
enabled through the instantiation of the subsystems
(components in VHDL-AMS and modules in AleC++) and
calling functions described in the other HDL. Thus, it is
possible in VHDL-AMS descriptions to use components and
call functions implemented in AleC++ and vice versa.

For describing of continuous systems VHDL-AMS
uses the theory of differential and algebraic equations to
represent the unknowns in the system of DAE'’s. Also,
special kind of quantities called branch quantities are used
for representing the unknowns in the equations describing
conservative systems (systems obeying Kirchhoff’s laws).
There are two types of branch quantities: across quantities
(for effort like effects such as voltage or pressure) and

terminal and represent the unknowns in the behavioral system
descriptions. There are five types of links in AleC++: node,
current, flow, charge, and signal. In terms of across and
through quantities node is across and current is through
quantity. The flows represent general analog quantities and
correspond to free quantities in VHDL-AMS. For notating
DAE’s a new class of statements known as simple
simultaneous statements is introduced in VHDL-AMS.
AleC++ has similar language constructs for writing
equations. Three forms of describing equations are used: one
for non-conservative and two for conservative systems with
across and through quantities. Since the way of writing
equations is almost the same in both languages VHDL-AMS
compiler can easily determine contributions of the equations
from VHDL-AMS model to the matrix of the system of
equations describing the whole design. The compiler at first
identifies the different unknown quantities in the VHDL-
AMS model and from each equation determines contributions
to the system matrix. If only one equation contributes to the
specified matrix row then the equation appears as is in the
system of equations. However, other equations in the same or
some other VHDL-AMS or AleC++ model can contribute to
the same row. All these contributions are added to
appropriate row following the concept of “stamps”
commonly used in electronic circuit simulation. It is
necessary in Alecsis to explicitly specify to which matrix row
the equation contributes. In equations using free quantities
that information can be provided as the equation’s label.
Branch quantities are declared with respect to two terminals.
They hold no values but can be used to determine matrix
rows to which equations containing branch quantities
contribute. VHDL-AMS does not specify a technique for
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solution of the system of equations leaving the selection of
the method to the implementer of a simulator.

VHDL-AMS provides conditional and selected forms

“of the simultaneous statement that allow changing set of
equations in the model. Since AleC++ has similar constructs,
VHDL-AMS compiler can easily translate those statements
into the corresponding object code.

Both languages support signal attributes for derivative
and integration over time used in differential equations.
AleC++ also supports second-order time derivative attribute
and it is implemented in VHDL-AMS compiler, too.

Through the instantiation, ports of the component are
bound and parameters are passed to it. The interconnection of
quantities via component instantiations and port maps
associates unknowns in different equations and implicitly
creates additional equations constraining the paired quantities
to have the same value. Also, through the function call actual
arguments are passed to the function. Ports and parameters
passed to the subsystem or function may belong to different
types. Since, both languages, AleC++ and VHDL-AMS, have
very complex and powerful data type system it is very
important to establish the data type correspondence. Due to
the same machine representation it is easy to accomplish that.
The type real in VHDL-AMS corresponds to double in
AleC++, and integer in VHDL-AMS to int in AleC++.
Enumeration types exist in both languages, just like vectors,
while record in VHDL-AMS relates to struct in AleC++. The
designer has to take care about this data type correspondence
when uses mixed-language descriptions. Besides, if the
designer creates new data type, the same name and the
equivalent description has to be used in both languages. As
opposed to earlier language versions VHDL-AMS introduces
a new two-level type system: the types already inherent
within VHDL’93 and the natures. Natures represent distinct
energy domains (electrical, thermal etc.). Its declaration
consists of specifying nature’s “across” and “through” types.
Therefore, type information in the intermediate structures is
represented by type symbol and nature symbol instances. All
instances of object (except for terminals), literal, subtype and
subprogram symbols are linked to their corresponding type
symbol and all instances of terminals and subnature symbols
are linked to their corresponding nature symbol. Furthermore,
nature symbol instances are linked to the symbol instances
denoting their across and through types. Since a branch
quantity is declared with reference to two terminals, and
terminal is declared to be of some nature, the type of branch
quantities is derived form the nature of their terminals.

Thanks to the fact that both languages produce the
object code of the same format, the simulation engine and
virtual processor do not know which compiler has prepared
the information. Since the interference boundary of the two
languages is limited to library objects, no additional
synchronization mechanism is needed.

9. CO-SIMULATION EXAMPLE

An example of a mechanical model describing
oscillating mass is given in order to illustrate
AleC++/VHDL-AMS  mixed-language description and
simulation of non-electrical systems (Figure 4). Its
architecture is described in VHDL-AMS and defines
mechanical equilibrium as a single differential equation using
a simple simultaneous statement. Entities for calculating
velocity and acceleration are not necessary for simulation, but

are used just to print out the appropriate results. These
models are instantiated and appropriate simulation control
parameters are given in AleC++ file. VHDL-AMS models
have to be compiled first into the AleC++ object code, and
then the whole system is simulated using Alecsis.

. n2
. Velocity ’

) dx/dt

ni
Force | o» Mass

| x-Position § nQ
Acceler. >
dadt{x} | N3

Figure 4. Architecture of oscillating mass
VHDL-AMS code describing the oscillating mass and
additional entities for acceleration and velocity is given in
Figure 5 and the corresponding AleC++ code for the model
verification is shown in Figure 6.

entity mass_e is
generic (m,u,d: real);
port (quantity x: out real;
gquantity force: in real
) ;
end entity mass_e;
architecture mass of mass_e 1is

begin

K m*x'dot'dot + d*x'dot + u*x -
1*force == 0;

end architecture mass;

entity velocity e is
port (quantity x: real;
quantity v: real
)
end entity velocity_ e;

architecture velocity of velocity_e
is
begin

1*x'dot
end architecture velocity;

v L1 -

entity acceleration_e is

real;
real

(quantity x:
quantity a:

port
) ;
end entity acceleration_e;

architecture acceleration of
acceleration_e is

begin
1*x'dot'dot == 0;
end architecture acceleration;

a: 1l*a -

Figure 5.VHDL-AMS model of the oscillating mass
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#include <alec.h>
#define Period 15. s

module mass(flow x, force)
action(double m, double u, double d);
module velocity(flow x, Vv);

module acceleration(flow x, a);

library "mass";

library "velocity";
library "acceleration";
module Force (flow force) {

action (double force_value) {
double fbrce_out;
process per_moment {
force_out = force_value*exp(-now) ;
eqgqn force: {force} =

}

force_out;

}
}
root eqg() {

The mixed-language simulation results are shown in Figure 7.

10

flow n0, nl, n2, n3;
mass p;
Force F;

velocity V;
acceleration A;

p(nl,n0) {m=1l; u=l; d=0.35;}
F (n0) {force_value=10;}
V (nl,n2);
A (nl,n3);

timing {tstop = Period;

Period/1000;}

a_step =

plot { flow nl;flow n2;flow n3; }

Figure 6. AleC++ code for the model verification

s4
64
4 3
23

Figure 7. Simulation results of the oscillating mass. Traced signals are position, velocity and acceleration of the mass

A simple example of a summer/limiter is given in order to
illustrate AleC++/VHDL-AMS mixed-language description
and simulation of electronic circuits. Its architecture is
described in VHDL-AMS and defines input/output transform
as a single algebraic equation using a simple simultaneous
statement. The role of the limiter is to clip the summer output
if it exceeds a certain range. This model is instantiated and
appropriate simulation control parameters are given in an
AleC++ file. VHDL-AMS model has to be compiled first into
the AleC++ object code, and then the whole system is
simulated using Alecsis. VHDL-AMS code describing the
summer/limiter is shown in Fig. 8 and the corresponding
code for the circuit verification is shown in Fig. 9.

entity summer_limiter is
generic (gainl : real; -- gain of input 1

-- gain of input 2
real; i maximum

gain?2 real;

max_output:
output

min_output: real; - minimum
output

)3

port (quantity inputl, input?2

in real; -- two input ports
guantity output out real --
output port
) ;
end entity summer_limiter;
architecture summer of

summer_limiter is
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quantity sum: real;

begin
-- state defining eqguation

sum: l*sum - gainl*inputl -
gain2*input2 == 0.0;

if (sum > max_limit) use

output: 1l*output == max_limit;
elsif (sum < min_limit) use
output: l*output == min_limit;
else
output: l*output - 1*sum == B
end use;

end architecture summer;

Figure 8. VHDL-AMS code describing the circuit

module summer (flow inputl, input2,
output) action (double gainl, double
gain?2, double Cmax_limit, double

min_limit);
library "summer";

root summer_test () {

flow inl, in2, outlim;

summer Sum;

sum(inl, in2, outlim) {gainl=1.0;
gain2=1.0; max_1imit=0.0;

min limit=-2.0;}

timing
{tstop=Period;a_step=Period/1000; }

plot {flow inl; flow 1in2; flow
outlim;} .
f% sinusoidal excitation for

inputl and input 2 */

action {
double excit_out;
process per_moment {
exclt_out =
1.0*sin(twopi*1000*now+3.141);
eqn inl: {inl} = excit_out;
eqn in2: {in2} = excit_out;

}
Figure 9. Code for the circuit verification

The mixed-language simulation results are shown in Figure
10.

Figure 10. Simulation results of the summer/limiter
10. CONCLUSION

AleC++ is an HDL that has all properties of a
programming language, too. This gives designers freedom in
modeling very complex systems that are not conveniently
covered by standard HDLs. However, having in mind the
opportunities that standardization brings, a separate VHDL-
AMS compiler for Alecsis simulator has been developed. In
this sense, mixed-language descriptions and simulations are
possible enabling one part of the design to be modeled in
AleC++ and exploiting its important advantages, while the
other part (pre-developed models in VHDL-AMS) may be
given in standardized form. It gives designers the
comprehensive  environment  they need to develop
analog/mixed-signal circuits and SoC while they still can
exploit the power of using portable models already developed
in standard HDLs.

The implementation of frequency-domain simulation
in Alecsis is under development and appropriate VHDL-
AMS constructs for small-signal frequency-domain and noise
simulation will be incorporated into the compiler in the near
future.

11. REFERENCES

[1] 7. Mréarica et al., Alecsis 2.3, the simulator for circuits
and systems. User’s manual, Laboratory for Electronic
Design Automation, Faculty of Electronic Engineering,
University of Ni§, Yugoslavia, LEDA — 1/1998.

[2] A. Aho, R. Sethi, J. Ullman, Compilers - Principles,
Techniques and Tools, Addison Wesley Publishing
Company, Reading, Massachusetts, 1986.

[3] ---—-- , IEEE Standard VHDL Language Reference Manual
(Integrated with VHDL-AMS changes) - IEEE Std 1076-1,
draft version, New York, IEEE, 1998.

[4] V. Litovski, 7. Dimi¢, M. Damnjanovi¢ and 7. Mréarica,
“Flectronic  circuit simulation in a mixed-language
environment”, Miroelectronics Journal, Vol. 29, No. 8, 1998,
pp. 553-558.

[5] E. Christen and K. Bakalar, “VHDL-AMS - A Hardware
Description Language for Analog and Mixed-Signal
Applications”, IEEE Trans. CAS, Vol. 46, No. 10, pp. 1263~
1272, October 1999.




12 ; ELECTRONICS, VOL. 6, NO.2, DECEMBER 2002

HOP RATE ESTIMATION OF FREQUENCY HOPPERS BASED ON SPATIO-TIME-
FREQUENCY SIGNAL ANALYSIS

Ivan Pokrajac, VP 7721, Belgrade Yugoslavia
Miljko Eric, leztarv Technical Institute, Katanieva 15, Belgrade, Yugoslavia
Miroslav Dukic, *Faculty of Electrical Engineering, Dep. of Telecommunications,
Bul. Revolucije 73, Belgrade, Yugoslavia

Abstract: An algorithm for estimation of hop duration of the
frequency hopping signals is proposed. The algorithm can be
applied when many hoppers share the same frequency sub
band. The algorithm is based on spatio-time-frequency signal
analisys.

Keywords: frequency hopping,
method, spectrum segmentation

1. INTRODUCTION

antenna array, MUSIC

Frequency Hopping (FH) signals are the Low
Probability of Intercept (LPD) class of signals. Signal
intelligence of frequency hopping transmissions is a very
complex technical problem since many narrow bands and
wide bands as well as many frequency hoppers can share the
same frequency sub band, and then there is no apriory
information about the number and parameters of active
emitters. In this situation, the required information are
provided by parameter estimation of received signals.

The main task of modern communication intelligence
sistems is detection of frequency hoppers, transmitter
location, and separation of the classical narrow-band and
frequency hopping emitters amongselves.

An algorithm for hop duration estimation is proposed
which is based on spatio-time-frequency signal analysis, in
situation when many frequency hoppers with different hop
rate share the same frequency sub-band.

12. SPATIAL MATHEMATICAL MODEL OF SIGNAL
SUPERPOSITION ON ANTENNA ARRAY

Radio

Aw,, and observation

signal u(l) in given frequency sub-band

interval A7 is the result of
superposition of radio signals of many active transmitters
{u,(t)s k=1,.,K and noise n(t), and it can be expressed in

analytical form as:

”’):g”k(f) Zs

The processes of detection, parameter estimation of
superposed radio signals and information signal separations

are based on analysis of the signal u(t), which is available on

Jexp(ja,1)+nle), (1)

the given frequency sub band Aw,, and time interval AT in

situation when there are no a priory information about the
number, statistical and spectral parameters of superposed
signals.

Generalized spatial model of the superposed signal can
be expressed in time domain in a form [1]:

x(n)= S [A(0, 0, F(@,)+ N@, Jexp(j2122,1), 2)

h=—H12

where x(n)=[x,(n) x,(n) x,(n)] denotes the
vector with the time samples of the /Q demodulated signal on
antenna array of arbitrary but known geometry and
Q e - 0.5,0.5)is the normalised frequency. Spatial model of

the signal on antenna array in frequency domain can be
expressed in the next matrix form:

X(Q,)=Alo,,0,FQ,)+N(Q,), 3)
X@)=lx@) x@) .. x,@) i a
vector with spectral samples of the signals on antenna array.
Fo)=[F@,) Rl@)
samples of 1Q demodulated/down converted signals on
antenna array. N(Q,)=[N/(Q,) N(Q,) ... NQ) is a
vector with spectral samples of noise on antenna array.
F,(Q,) is a shifted spectrum of the complex envelope of the

where

. E(Q,)]'is a vector with spectral

kth superposed signal and it can be expressed like:

§
F(Q,)= z s, (nat)expli(@,, — @, JnAtlexp(j2mm,nAr) =
n=l

isA (/zAt)exp[]QﬂQ(.A zz]exp(jZﬂQ,,n) =

n=1

i £ (nAt)exp(j27€2,n).

n=1

“)

The vector F,(Q,)contains the information about

k
spectral bandwidths and central frequencies of superposed
signal. Spectral components of the F,(Q,) are symmetrically

distributed around the normalized central frequencies:

{Q”\:a)(l “C() f;/ f }k 1 ,K
Aa)]fW Mfﬂr

From the known central frequency of selected frequency
sub-band and estimated normalized central frequencies
{Q(.k },k:L..,K , the central frequencies of radio signals
{o, k=1

The matrix A(a)(v,a)”) has the LxK dimension. The
columns of this matrix are the so called steering vectors of

superposed radio signals which can be expressed in the next
normalized form'

on Lt fr B exp| jon] L D
exp| J o, ¥ A, P J o, £ 7,
(%)

is a vector of location of the /th

,--, K can be further simply calculated.

where r, € R’

antenna in real 3-D space, v, € R’ is a unit vector which

denotes the direction of arrival (DOA) of the kth radio signal
on antenna array and it can be expressed in spherical



ELECTRONICS, VOL. 6, NO.2, DECEMBER 2002 13

coordinate as the function of direction of arrival (azimuth 6,
and elevation @, ) in the next form:
v, =in(6, Joos(p,) cos(8, Jeos(p,) sin(p,)} (6)
In order to formulate the spatial model of superposition
of the frequency hoppers, firstly it is needed to formulate the
mathematical model of the frequency hopping signal in
referent point in the space. Energy spectrum representation of
the frequency hopping signal in time-frequency domain in
given frequency sub-band and A®,, and observation interval
AT is presented in the Fig.l. The main parameters, which are
relevant for the formulation of mathematical model, are
defined in the Fig.1, too.
A

<&

Awyy

il gy

Aw,,

AT
Fig.1 Energy spectrum representation of the
frequency hopping signal
Parameter A@,,, denotes the bandwidth of the hopping

BWk
of the gth signal during the observation interval AT, and

Aw,,, is the spectral bandwidth of the elementary hop.
Parameters Aaw,, , AT, denote frequency and time shift

respectively, related to the origin of coordinate system.

Those parameters are defined due to the fact that the
hoppers of different radio networks are asynchronous, or due
to the fact that the channel raster is not the same in different
hoppers. The quantity M, =A®,, /A®,,, denotes the
number of all possible frequency channels in frequency sub
band Aw®,,; N, =AT/T, denotes the number of all hops in
time observation interval AT .

The complex envelope of the frequency hopping signal
S () can be expressed in discrete time-frequency domain in
such a form, [3,4]:

v,
s, (n)= zexp{jz[%ﬂ_ M}’:‘ ‘
el

Aa)ﬁw

1Hi2
-’Z‘:S‘h(ﬁ,,)exp[— Jj2nQ, ((v— l)n,, -n, )]exp(j27z£2,)n).
Q)
In equation above, n,denotes the number of time
samples in one hop, 7, denotes the number of time samples
for which the beginning of the first hop is shifted in contrast
to KOpAMHAaHTHM moueTak, v =1l,..,N, denotes the ordering
number of the hop, 7, €(-M,/2,M,/ 2) denotes code

sequence of the hopper and S, (@, )is a complex envelope of
the vth hop. ‘

13. SPECTRUM SEGMENTATION

The segmentation procedure, defined in [1,5], is based
on the direction of arrival (DOA) estimation using MUSIC
algorithm applied in space-frequency domain. The
segmentation procedure is based on the rule that all spectral
components with same DOAs belong to the same information
channel. It is supposed that the frequency hopper does not
change the direction of arrival (DOA) during the given time
observation interval AT . The procedure is based on the
parameter estimation on the generalized spatial model of the
superposition of radio signals defined in [1].

In this paper the results of segmentation are presented
for the next signal scenario. Radio signal is received by the
circular antenna array with characteristic (Nicquist)
frequency f, =80 MHz. The frequency sub band
Aw,, =12.8 MHz was supposed on the central frequency
f, =60 MHz. Three frequency hopping signals arrive at the
antenna array from the azimuths 60°, -30° and 0°
respectively. The elevations of the arrivals are the same and
they are 0°. The bandwidth of the elementary narrow band
channel is 12.5 kHz, so M, =1024 are possible in selected

frequency sub band. The number of time samples per hop is
n, = 20000 what is equivalent to the hop duration of 1.56 ms

or to the hop rate of 625 hop/s. The total number of time
samples is N = 200000 what is equivalent to the duration of
time observation interval A7 =15.6 ms.

Two narrow-band signals (FSK-4 with symbol rate of
6400 symbols/s) with azimuths 45° and 30° ,and elevations
0° are also active in the given frequency sub band and
observation interval. The signals of noise ratios are 15, 10
and 20 dB for the first, the second and third frequency
hopping signals, 15 and 20 dB for the narrow band FSK
signals. The FSK-2 modulation is used in frequency hopping
signals. The biit rate is 6400 bit/s (it is slow frequency
hopping since 10 simbols are transmitted per one hop)..

The results of parameter estimation of signals in space-
frequency domain for the simulated scenario are presented on
the figure 2. Contour plot of the MUSIC cost function
PM(,.S_,(.(Q,,,()) is presented in the figure 2. By the grouping of
(Q,,6) by the criterion of the same

direction of arrival, three frequency hopping signals as well
as two narrow band signals can be clearly identified. The
spectral range and space-frequency localization of the
hopping signals can be also clearly identified.

The results of space/frequency localization of frequency
hopping signals are presented in the fig.2. The contour plot of
the function P, (€,,0)is plotted in the Fig 2a. It can be

clearly seen from the fig.2 that three frequency hoppers and
two narrow band emitters are active.

the picks in P

MUSIC
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14. ESTIMATION OF HOP DURATION

The problem of the separation or isolation of radio
channels is one of the key problems in of the automatization
of the monitoring of the radio-frequency spectrum. Detection
and location of the frequency hoppers, separation of many
different hoppers and identification of frequency hopping
networks are the functions, which are required from the
modern radio monitoring systems. In order to provide such
functions, the parameter estimation of detected radio signals
has to be performed in monitoring systems: Direction of
Arrival, hop rate, hop range, channel bandwidth etc.

An algorithm for estimation of hop duration is proposed
in this paper, Fig.3. It can be applied when many frequency
hoppers from different frequency hopping networks are
active in given frequency band. The proposed procedure is
based on the segmentation procedure previously presented.

Estimation of unknown parameters is based on the LxN
complex spatio-temporal samples of the IQ demodulated
signals on antenna elements acquired in time observation

interval AT and frequency sub band Ay, . It was

supposed that the time observation interval A7'is much
larger then hop duration 7, (AT >>T1,). By the

calculation of the MUSIC cost function, DOA estimation
{HA_ },k=l,..,K of the superimposed signals is performed.
Selection of the frequency hopping signal, which can be
further analyzed, is based on the estimated direction of
arrival.

MUSIC function PM“\.,((Q,,,H:HA,) , Fig.2a, is further
analysed. The number of picks in  function
P,q(Q,,0=0,)is estimated for the selected azimuths. If
many picks were estimated, the hopping signal would arrive
from the selected azimuth with high probability. The rough

estimation of the hop duration is performed 7, =AT/N,
where N, is the estimated number of hops N, and AT is
duration of time observation interval AT .

In the next step coarse estimation of hop duration is
performed using time samples on the new time observation

interval AT, =37, . In this case the MUSIC cost function
P (©Q,,6 =6,) is calculated just for the selected azimuth.
Using that function, the central frequencies Af, of the each
detected hops are estimated.

The spatial filtration of the selected frequency
hopping signal is performed after that, and each hop is down
converted to base-band using the information about its
previously estimated central frequencies. The hop duration is
estimated by the differentiation of the down converted signal
of hops. The difference between the positive and the negative
picks determines the hop duration. Averaging the results for
all detected hops active in given time observation interval
provides the average value of the hop duration AT .

15. RESULTS OF NUMERICAL MODELING

Performances of the proposed procedure for estimation
of hop duration are illustrated in the two next examples. In
the first example the antenna array is circular with 8 antenna
elements in the array. Characteristic frequency of antenna
array is f, =80 MHz. Nine frequency hopping signals are
superposed in frequency sub band Aw,, = 6.4, which is 777
from three independent frequency-hopping networks.

The azimuths and elevations of the hoppers are: 63°, 65°
and 67° for the hoppers of the first network, 34°, 32° and 28°
for the hoppers of the second network and 125°, -128° and
135° for the hoppers of the third network. The elevations are
0° for all hoppers. Frequency bandwidth of the elementary
hop is 12.5 kHz for the hoppers of the first network, so the
M, =512¢elementary hop channel is possible in given
frequency sub band Aw,, = 6.4 MHz. Frequency bandwidth

of the elementary hop is 25 kHz for the hoppers of the second
and third network, so the M,,, =256 clementary hop

channels is possible in given frequency sub band
A®,, = 6.4 MHz. The number of time samples in one hop

h2,3

for the hoppers in first network is n, =11000 what is

equivalent to the hop duration 1.718 ms or the hop range
581.4 hops/s. The number of time samples in one hop for the

hoppers in second network is #,, = 7500 what is equivalent
to the hop duration 1.171 ms or the hop range 853.4 hops/s.
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The number of time samples in one hop for the hoppers in
third network is 7,, = 35600 what is equivalent to the hop

duration 0.875 ms or the hop range 1142.8 hops/s.

The number of time samples is N =100000 what is
equivalent to the time observation interval AT = 15.62 ms.
Three narrow-band signals with azimuths of arrival 60°, 30°
and -120° and elevations 0° are also superposed in the same
selected frequency band and observation interval

The signal of noise ratio for the frequency hopping
signals are 15,10 and 15 dB for the hoppers of the first
network, 20, 15 and 15 dB for the hoppers of the second
network, 20, 15 u 15 dB for the hoppers of the second
network and 20, 15 u 10 dB for the narrow-band emitters.

The results of estimation of hop duration base on
proposed procedure, for the above simulated signal scenario,
are presented on the table I. The error in hop duration
estimation was less than 0.5% of the true hop duration in all
cases.

Contour plot of the |P,.., (©,.6f

FH emiters

Narrow-band

emifey

h
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Fig.4. a) Contour plot of the P, As,(,(Q/,,H) in spatial
sector B [-140° 115°], b) Contour plot of the
P, m-(Q/, ,8) in spatial sector 6&[20°75°].

The results of segmentation for the simulated signal
scenario are presented in the fig.4. Due to better visibility, the
MUSIC cost function is calculated and presented for two
spatial sectors: 6e[-140°, 115°], Fig. 4a and e [20°, 75°],
Fig. 4b.

In the second example antenna array is circular with
cight antenna elements in the array. Characteristic frequency
of antenna array is f, =80 MHz. Nine frequency hopping

signals is superposed in the selected frequency sub band
Aw. =12.8 MHz on the central frequency f, =60 MHz.

BW

All frequency hopping signals arrive from the spatial sector
of 30° and they are grouped in three frequency hopping
networks, which are not spatially separated amongselves as in
previous example. Azimuths of arrivals of frequency hopping
signals are 24°, 37°, 18°, 16°, 33°, 22°, 42°, 27° and 30°
respectively. The elevations are zero for all hoppers. The
spectral bandwidth of the elementary hop channel is 25 kHz
so the M, =3512elementary channels are available in given
frequency sub band.

The number of time samples in one hop for the hoppers
in first network is 7, =12525 what is equivalent to the hop
duration 0.97852 ms or the hop range 1022.5 hops/s. The
number of time samples in one hop for the hoppers in second
network is n,, = 8050 what is equivalent to the hop duration
0.6289 ms or the hop range 1592.3 hops/s. The number of
time samples in one hop for the hoppers in third network is
n,, = 6800 which is equivalent to the hop duration 0.53125
ms or the hop range 1882.4 hops/s.

The number of time samples is N = 100000 which is
equivalent to the time observation interval AT = 7.81 ms.
The signal of noise ratio for the frequency hopping signals
are 15, 10 and 20 dB for the hoppers of the first network, 15,
10 u 15 dB for the hoppers of the second network and 15, 20
and 10 dB for the hoppers of the third network.

Table I: Results of estimation of hop duration for the
Jirst example

Estimated value
of Ty
|ms]

Azimuth True value of Ty

Errorin [us]
I°l [ms] :

and [%]

0.47 (0.027

63° %)

1.71875 1.71828

3.75

65 (021 %)

1.71875 1.72250

0.78
(0.045 %)
0.93
(0.08 %)
1.87
(0.16 %)
0.62
" (0.053 %)

1.56
(0.17 %)
2.18
(0.25 %)
0 -
(0 %) |

1.71875 1.71953

1.171875 1.17281

1.171875 1.17375

1.171875 1.17250

0.875 0.87656

0.875 0.87718

0.875

0.87500

The results of estimation of hop duration for the second
simulated signal scenario are presented in the Table II. Error
in hop duration estimation is lower than 0.5 %. for eight
hoppers. The error is much bigger for just one hopper.
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Fig. 5. Contour plot of the P,
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Contour plot of the P, ., (©2,.6)

Azimuth [ °]

sector Be[10°, 50°].
The results of the segmentation for the given signal
scenario are presented on the Fig.5.
Table II: Results of estimation of hop duration for the

True value

Estimated

(Q,, , 0) in spatial

second example

Error in [us] and

o I Il
i 0.53125 0.53094 g o,
%5
6 0.6289 0.62969 ©.124%)
330 0.6289 0.63195 (02&5%)
370 0.97852 0.97718 (0,11 3354%>
270 0.53125 0.53203 (0.?4778%)
30° 0.53125 0.5311 (0,82195%)
18° 0.97852 0.97875 (0,822413%>
g 0.6289 0.62789 l

(0.161%)

16. CONCLUSION

Algorithm for estimation of hop duration in dense
signal environment, when many frequency hopping and
classical narrow-band emitters share the same frequency sub
band is presented in this paper. The separation of frequency
hoppers emitters and identification of frequency hopping
networks based on the hop rate are possible. In the presented
results of simulations the error of estimation of hop duration
was lower than 0.5% of the true value of the hop duration. In
the process of the hop duration estimation, the central
frequencies and hop phase are also estimated. Those
parameters can be further used for improvement of the
separation of frequency hoppers and identification of
frequency hopping networks.
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Acquisition of the vector

x(n)=[x(n) %) .. x @)
A/D conversion of the I-Q demodulated signal on
each antenna in antenna array

1

Spectrum segmentation in selected frequency sub

band A@,, and time observation interval AT

BW

Direction of arrival estimation {9, ;k =1,..,K ofall
signals based on the MUSIC cost function P, \Q, ,0).

!

Selection of the signal based on the DOA ,which
would be further analysed

Detection of the number of hops N, and estimation

of the central frequencies of the hops Af,, based on
MUSIC spectrum P, .S,(,(Qh,@ = Ok) .

Calculation of the histogram
of the hop time duration and
estimation of average value

of hop time duration T for
the signal from selected
direction of arrival.

Classical
narrow-band
emitter

If

VThe: rough estimation of the hop duration

T, =AT/N, and determination of new

observation interval AT, =3T,

Calculation of P,.(Q,,0 =6, ) based 2
on the data vector x,(n).

x](n)z[x](n) x,(n) xL(n)]Tis

new data vector which corresponds to
(k=DAT, /2+1:(k+1)-AT; /2.

k> 2|AT/AT, |~

Storing of the results of the estimation of

hop duration T for the signal from the
given direction of arrival.

Fig. 3.Block scheme of the procedure for the estimation of
hop duration.

Estimation of central frequencies of thejs
hops Af, with the azimuth of arival 6, in

observation interval AT, based on calculation
Of PM( .S‘I(‘(Qh ’9 = 6,’\) :

'

Spatial filtration of the of the signal
from the given azimuth of arrival:

y(m)=wx,(n)

.
where w=[w, w, .. w,| isa

vector of the coeficients of the spatial filter

l
v

Down-conversion of the v-th hop to
baseband
and signal filtration:

S, (n) =y, (n)exp(— j27zAfk‘_n).

;

Estimation of the hop duration by
differentiating of the signal s, (n) . Maximums
and minimums of the differentiating signal are

estimated. The maximum corresponds to the
beginning of the hop but the minimum
corresponds to the end of the hop. Hop duration
is estimated as:

Tu =L, Ly
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ANALYSIS OF CHIRP-FREE OPTICAL PULSE PROPAGATION ALONG A NONLINEAR
AND DISPERSIVE FIBER

Mihajlo C. Stefanovié, Dragan Draga, Aleksandra Panajotovié¢, Faculty of Electonic Engineering, Nis
Petar Spalevi¢, Faculty of Technical Science, Kosovska Mitrovica

Abstract- In system for transmission information on large
distances with high velocity, we must consider combinated
influence of nonlinear and dispersive effects on signal
propagation along the fiber. This paper studies propagation
of short pulses which width is going in limit from 10 fs to 10
ns and which is subjected common influence effects of GVD-
group velocity dispersion and SPM-self phase modulation,
along the fiber. Signal interference is frequent appearance in
optical communication systems, and because of that in this
paper is consider influence of signal interference on
characteristics of optical pulse propagation along the
nonlinear and dispersive fiber, too.

Keywords: GVD-group velocity dispersion, SPM-self phase .

modulation, interference, Super-Gaussian pulses.
1. INTRODUCTION

Today, optical communication IM-DD systems with
large capacities for information transmission on large
distance, are very applicable. Capacities of this systems are
order of Gb/s, while the signals is transmited on distances
order of thousand kilometers. At this transmission of
informations, compensation of losses is doing by amplifiers,
while the compensation of dispersion is doing by
compensation fiber. The interference is frequent appearance
in optical systems, and because of that in this paper is
consider its influence on signal propagation when
interference is at input of fiber. For solving of this problems
is used nonlinear differential Schrédinger equation. As
representative  examples for signal propagation along the
nonlinear and dispersive fiber we are considered Gaussian
pulse and Super-Gaussian pulse (m=2 and m=3). Signal
interference has the same shape as useful signal, and because
of its presence at begining of optical fiber, conditions for
solving of Schrédinger wave equation are changed [1,2,3].

2. NONLINEAR SCHRODINGER EQUATION

Signal propagation along the optical fiber under
influence of nonlinear and dispersive effects can be
descripted over equation of wave propagation:

04 04 i ,9°A4 1,934 2
—+ B —+—=f,————f, ——=iy4 4 1
oz g ot 2'8‘ ot* 6ﬁ' o’ 7 0
where A(z,b) represents pulse envelope,
2 3
ﬁl:%:L,@:a[j,ﬁz:aﬁ, [ is the mode-
do v, T dw’ ~ dw’

propagation constant, v, is group velocity. The nonlinearity

coefficient v is defined by:

y=2m, [(24,,) @)
where #, is nonlinear-index coefficient, A is

wavelength and 4., is known as the effective core area.

Parameters [, and 7 governs to effects GVD and SPM,

respectively [1,5].

The equation (2) well descripts propagation of pulse,
order of few picoseconds, along the fiber. In the cases when
A is very distant from zero-dispersive length, equation (2) can
be simplifed because in that case [; become zero. We can do
normalization on next way

T t-pz A

T=— ; U= 3)
N

T, T,

where 7, is pulse width, P, is peak power of the
incident pulse, and Lp is the dispersion length which
determined as:
P

p-

Parameter N represents nondimensional magnitude,
which governs the relative importance of the SPM and GVD

effects on pulse evolution along the fiber and it is
determined: )

4)

N? =1Ly :ﬂ)()zz)z/lﬁzl:Ll)/LzVI, (5)
where Ly is nonlinear length, i.e.
Ly = (%DO )~1 (6)

Now, equation (2) takes next form:

LA ———Sgn(ﬁﬁ)a—%LWU ()
dz 2Ly, 07 Ly,

In equation (7) sgn(fB,) can take value +1 if optical
fiber works in normal dispersion regime or -1 if it works in
anomalous dispersion regime [1,4].

The equation (7) represents nonlinear partial
differential equation and we can use great number of
numerical methods for its solving. One of that methods is
“Split-step” Fourier methods [1,3,5], which represents
pseudospectral methods . In this paper, this method is used
for solving nonlinear Schrédinger equation.

3. PROPAGATION OF SIGNAL ALONG THE
NONLINEAR AND DISPERSIVE FIBER

Very often in optical systems, as useful signal is used
signal which envelope has Super-Gaussian form:
U(0,7)=aexp(-7>"/2) (8)

and that's the reason for consideration this signal in
this paper. In this paper are considered pulses can take values
for m={1,2,3}. Super-Gaussian pulse for m=1 is known as
Gaussian pulse. In equation (8), value of parameter ¢ depend
from that is it send "1" or "0". At transmission of signal along
the optical fiber come to crosstalk from neighbouring
channel, very often and it represents interference. Also, the
signal interference have Gaussian form of envelope, which is
time and phase shifted from useful signal. The useful signal
at beginig of optical system can be descripted as:
5(0,7)=U(0,7)cos ax ©)

Signal interference has next form:
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S; (Zn T) =U; (Zn T) cos(ax + @),

Uz, 7)= a exp(—(z—by" /2)
where value of parameter @, depends from the size of
interference in optical system, z; represents place of
appearance of the signal interference, b and ¢ represent time
and phase shift of signal interference, respectively. Envelope
and phase of resulting signal in optical system are determined
as [7]:
U,(z,7) = Uz, 7)+2U (2,2 (5, 2)o0sp+ Ui (z,7)

U,.(z,.,f)sin(a (12)
U(z,.,’[)-kUi(z,,T)cosgo
We can get signal shape along the optical fiber solving
nonlinear Schrédinger equation (7) using “Split-step”
Fourier method.

For all observed cases of propagation we have next
parameters: A=1550 nm, Trymy=1,665 ps ie. T=1 ps,
A=80 pm’, D=t1 pskmnm (D<1), n;=2,24-107 m*/W?,
P=0.89W, f3, =—AD*/(27). This parameters lead that the
influence of dispersive and nonlinear effects are equal.

(10)

(1D

w(z,. ,T)=arctg

@)

0.75
0.5
0.25 ¢

100

b)
Figure 1. Propagation of Gaussian envelope form

y 0

along the optical fiber a) $,<0; 6) >0

Figure 1. shows the propagation of optical pulse with
Gaussian envelope along the nonlinear and dispersive fiber,
in both dispersion regime. From figure 1, it can show that
GVD and SPM cooperate with each other to maintain a chirp-
free pulse. Also, we can see that performance of pulse
propagation is much better in anomalous than in normal
dispersion regime.

100

\
a)

Figure 2. Propagation of signal with Super-Gaussian
envelope form (m=2) along the nonlinear and dispersive
ﬁbe}* CI) ,63<0,‘ 6) /3_7>0

Figure 2. and the figure 3. show propagation of optical
pulse with Super-Gaussian form in cases m=2, ie. m=3,
respectively, in both dispersion regime. As in previous case,
the puise better saves form in anomalous dispersion regime.
Also, it can see that the pulse width expansion and pulse
distortion are larger if value of parameter m increases.

Figure 4. represents the evolution of Gaussian pulse
shape along the nonlinear and dispersive fiber in both
dispersion regime, in the presence of sigral interference
(SIRy=10dB} which appears at beginig of fiber. From that
figure we can see that the cooperating work of GVD and
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SPM creates less disturbance in anomalous than in normal
dispersion regime, if signal interference is present.

100

b)

Figure 3. Propagation of Super-Gaussian envelope
Jorm (m=3) along the optical fiber a) :<0; b) ;>0

Figure 5. and figure 6. represent the evolution of
Super-Gaussian pulse shape in case m=2, i.e. m=3, in the
both dispersion regime, in the presence of signal interference
(SIR;=10dB) at begining of fiber. As in previous cases,
anomalous dispersion regime better saves pulse shape than
normal dispersion regime. The influence of signal
interference is larger when the value of parameter m
increases.

100

a)

100
b)
Figure 4. Evolution of signal with Gaussian envelope
form along a nonlinear and dispersive fiber in presence of

signal interference, which appears at input of fiber a) [,<0;
b) >0
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100
b)

Figure 5. Evolution of signal with Super-Gaussian
envelope form (m=2) along the nonlinear and dispersive
fiber in presence of signal interference, which appears

at input of fiber a) 5,<0; b) >0

100

@

100

b)

Figure 6. Evolution of signal with Super-Gaussian
envelope form (m=3) along the nonlinear and dispersive
fiber in presence of signal interference, which appears

at input of fiber a) 3,<0; b) ;>0
4. CONCLUSION

Optical pulse with Gaussian envelope better keeps
own pulse shape along the nonlinear and dispersive than
Super-Gaussian forms. We could see that the increasing of
parameter m leads to larger pulse disturbance along the fiber.
The influence of signal interference at signal propagation is
least for Gaussian form of envelope, and this influence
increases if parameter m take biger value. Also, we can see
that the propagation performance is better in anomalous than
normal dispersion regime, in all cases, because cooperating
work GVD and SPM.
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AN INTERACTIVE KNOWLEDGE BASED ANALOG DESIGN APPROACH

¢
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** Faculty of Electronic Engineering, Nis, , Yugoslavia

Abstract — Many CAD tools based on different
methods are made to assist in analog design tasks. A lot of
these methods use “global” analog design approach and can
not really give insight into very complex interdependence of
circuit and transistor level parameters. To really help the
designer, a interactive analog design tool which can be used
with the simulator is needed. In this paper, we present a
standalone PC windows based tool for basic analog
structures sizing that uses an interactive knowledge based
analog design approach. A new chart-based approach is
chosen to give the designer an intuitive understanding of the
device behaviour. Transistor level calculator is capable to
explore some complex relations and enables design of basic
analog structures. Systematic operational amplifier design
procedure is also implemented.

1. INTRODUCTION

Every analog design task consists of one very
common procedure — for given circuit specifications, the
geometrical dimensions and bias current of each transistor of
a circuit have to be determined. To accomplish this task
analog designer usually uses the simulator as a unique tool
that allows for the circuit parameter values to be changed,
and to observe the effect. In this way, analog design
procedure becomes very long-lasting, discovering of the
interdependencies between circuit and transistor level
parameters can be very difficult and large number of
simulation runs is needed. On the other side, the simulator
offers an accurate modelling, high precision calculations, but
only global simulation approach.

In recent years, many CAD analog design tools are
developed. The aim of these tools is to assist in analog design
procedure. A lot of attempts are made to completely replace
the designer and to automate analog design procedure. The
role of designer is to supply the specifications and to “press
one button”. This automatic approach can give an optimal
solution in very limited number of problems and for all other
problems the designer goes back to the simulator, continuing
very long and difficult procedure.

What the designer really needs is an interactive
visualisation approach which can be used together with the
simulator. In this way, he has an intuitive understanding of
basic analog structure behaviour, all performances and
dependencies displayed interactively, and minimal number of
simulation runs. For this kind of a tool an automated design
methodology for CMOS analog circuit blocks has to be used,
which means cell level sizing approaches and even design
oriented characterisation of CMOS transistor. '

2. CAD TOOLS OVERVIEW
An overview of the most important previous CAD

tools and methodologies is following.

o Simulation tools, such as Hspice, Psice, Eldo. This
tools are easy to use, with very accurate modelling. But, on

the other side global simulation approach which includes
AC, DC, and transient analysis is very limitative for analog
design procedure because of difficulty to discover
tradeoffs. Nevertheless, every analog designer uses the
simulator, and there is no replacement for this kind of tool.
e CAD tools for design automation that are based on
top-down hierarchical design strategy and usually cover the
full design path: topology selection, transistor sizing and
layout generation. Some of them are made like software
packages that for every design phase (topology selection,
optimum sizing, layout generation, verification) have one
special tool which is incorporated with all others according
to precise design procedure. The representatives [1-8] are:

e ACACIA (OASYS, ANAGRAM), Cammegy Melon
University, 1989.
e OPASYN, University of California, Berkeley,
1990.
e ADAM (IDAC, ILAC, SYNAP), CSEM, 1990.
e ASAIC (HECTOR, OPTIMANAUTOLAC,
ISAAC, DONALD), UKL, 1990.
e CHIPAIDE, Imperial College,
London, 1990.
e ASCOTA, Electronic faculty, University of Nis,
1992.
e AMGIE, UKL, 2001.
These tools are made to automate almost every step
and to give solution for specified problem. But, sometimes
interactive action of the designer is very limited.

University of

® Automatic transistor sizing tools based on special
mathematical methods and functions, such as GPCAD tool
[9], which uses convex optimization techniques and
geometrical programming. These methods can solve large
problems, with thousand of variables and constraints, and
assure that global solution is always found.

Recent scientific research shows that there are more
and more analog cell sizing approaches and even design
oriented CMOS characterisations techniques [10-12]. These
approaches are suitable to built in previous design experience
and knowledge, to discover analog design tradeoffs very ea-
sy, to perform circuit partitioning and to accomplish procedu-
ral design. The designer has lot of freedom and can work in
parallel with the simulator. What is missing to make this
methodologies almost perfect for the analog design is the
interactivity and visualization [13].

3. AN INTERACTIVE KNOWLEDGE BASED
ANALOG DESIGN APPROACH

A new windows based tool for basic analog structures
sizing has been developed. This is an interactive chart-based
tool that allows to visually explore complex relations and
parameter dependencies. This approach is chosen to give an
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intuitive understanding of the device behaviour. Transistor
level calculator uses complete set of equations based on EKV
MOS model. It takes into account circuit topology as well as
users defined specifications. The tool is knowledge and

experience

based capable to  explore  complex

interdependencies and relations. Only basic design rules and
principles are imposed, and the designer has a lot of degree of
freedom. The tool can be very easily used in conjunction with
the simulator, allowing design of very complicated circuits,
as well as basic analog structures. The tool structure is
presented in Figure 1. In the next a short description of the
modules will be given.

techno Spi . . d
description 5 p{uc x ;azt*f)ﬂcxgtc
(EKVmodel) gngine users interface

Figurel. The tool structure

The techno parameters and transistor model — For the
transistor modeling EKV MOS model [14, 15] is chosen.
This model is very suitable for the circuit simulation
because it links weak to strong inversion of the transistor
operation in continuous way. A set of equations that is
implemented can be inverted very easy. This is very
important property, because it allows to find solution for
different input parameter sets without using complex
numerical methods. In addition, very large number of the
transistor parameters important for the analog design
procedure can be calculated. Those are: inversion factor,
saturation voltage, Spice like threshold voltage, Early
voltage, small signal parameters, parasitic capacitances,
env/ID ratio, transconductance efficiency factor etc.

The equations — During analog design procedure, in
order to discover the tradeoffs, the designer has to drive
different sets of equations. The interdependencies
between the parameters at the circuit level of description
and the transistor level of description can be very
complex. For some complicated circuits, sometimes it is
very difficult to find exact expressions for some circuit
parameters. So, the approach which is based on driving
the equations for given specifications and finding an
optimal solution becomes almost impossible.

Circuit partitioning and basic analog structures - In the
newly developed tool we implement an opposite point of
view. Every analog circuit, even the most complicated
one, can be divided into basic analog structures, from
which we can form “analog library”. The basic analog
cells for the most common analog tasks are: current
mirror, differential pair, cascode stage, cascode current
mirror. If designer can analyze every of this basic
structures, if he can determine easily the important
properties and parameters, then he can easily size every
block. All these analog basic structures are very well
analyzed in the literature. This huge theoretical
knowledge together with practical experience is
implemented in our approach. A separate transistor is also
considered as a basic analog structure, so the designer can
analyze every transistor and its parameters in the
environment imposed by the circuit, and easily to take
some decisions for circuit design. In that way analog

design becomes very simple, and the simulator becomes a
tool for fine tuning.

The chart-oriented interface — The visualization is the
most important property of presented approach, because it
allows transcription of set of mathematical relations into
an appropriate graphical representation. The user-friendly
graphic interface is made in the same manner for every
block. The designer can enter different parameter sets,
change basic parameters and observe in the same time
values of all other parameters. Besides the general
transistor parameters, for every analog structure the
specific parameters are calculated. In this way, the
designer doesn’t have impression that he works with the
set of equations. All the time he is concentrated to the
analog structure and its important properties that are
visualized. After some time of interaction, the designer
gets an intuitive understanding of the structure's behavior.
This is an excellent way to built on previous experience
and knowledge. For an expert who designs on the analog
structure level, this is excellent, very easy-used tool. For
non expert, this can be very good didactical tool. An
example of the users interface for the current mirror
design is shown in Figure 2.

OCpsiems

b W
. e e

Figure 2. An example of the users interface
The design procedure - The proposed design procedure

is based on one transistor cell design, and the techniques
that are very similar to [11, 12]. Every analog structure
can be presented as a set of transistors, so it can be
designed using the same way of reasoning. The key
parameter is the g.//p ratio. It is a measure of the
translation of current into transconductance and in the
same time gives indication of inversion level. The
proposed design steps are following:

e set the priority targets (speed, area, noise, ...)

e set the bias current

e set the g,/lp ratio according to the circuit level

specifications
e change interactively the free variables, that are de-
fined for every structure
e watch in the same time all other parameters
The analog structures library — A library of basic analog

structures was created. We define a general behavior,
related to the transistor, and a specific behavior, related to
the structure. For every structure graphic interface
consists of general parameters and specific parameters for
that structure. The following basic analog structures are
implemented:
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e NMOS transistor cell
PMOS transistor cell
N current mirror
P current mirror

N cascode current mirror
P cascode current mirror
N cascode stage
P cascode stage
N cascode pair
P cascode pair
N folded cascode stage
e P folded cascode stage
e The systematic design of operational amplifiers — This
tool offers possibility to perform the systematic design of
operational amplifiers. In the present version three
structures are implemented:
e OTA
e Miller operational amplifier
e Folded cascode operational amplifier

For these structures the knowledge based design
methodologies and procedures are implemented. First design
step is to enter the design specifications. Then, every circuit
is partitioned into basic analog structures, and previously
described analog structure design procedure is implemented.
All the time, it is possible to supervise the circuit
specifications, but there are no imposed values. Simply, the
designer can see the effect of his decisions on the circuit
performances. After all blocks are designed, the circuit
behaviour is summarised and the interaction with the
simulator is proposed. The basic design procedure is
illustrated in Figure 3.

This procedure can be repeated several times in the
interaction with the simulator in order to perform fine tuning.
In this way, the transistor sizing and circuit optimization can
be achieved at the same time.

4. NEW APPROACH DISCUSSION

The new interactive knowledge based analog design
approach has plenty of advantages. It is based on interactive,
very easy to use procedure. The experience and knowledge
are implemented and transferred in an intuitive way. Wide
range of circuits can be designed — from the simplest to very
complicated one, using this evolutive approach. On the other
side, all simulation based methodologies limit the designer’s
interactive action, and the full mathematical methodologies
limit implementation of “know-how" skills.

The disadvantage of this approach is that system
design of cells is mandatory for transfer into procedural
approach.

5. CONCLUSION

In this paper a new chart based approach and CAD
tool are presented. The interactive knowledge based tool can
be used together with the simulator. It is dedicated to help
analog designer to make optimum design choices. For an ex-
pert this is very useful procedural design tool, for non expert
this can be a didactical tool. Anyway, designer’s time can be
saved using transistor level calculator capable to explore the
complex relations and the charts to display transistor level
performances interactively.

cir
cuit level
design

nrocednr

Interactive
analog
struc.

e calenlatar g

Circuit
level
behaviour

Figure 3. The procedural circuit design
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VEKTRA - A TEST BENCH FOR STUDENT EXERCISES AND DEVELOPMENTOF DIGITAL
CONTROL ALGORITHMS FOR AC DRIVE CONTROL

Petar Mati¢, Branko Blanusa, Faculty of Electrical Engineering in Banja Luka
Slobodan Vukosavié, Faculty of Electrical Engineering in Belgrade

Abstract —Laboratory Station for Vector Control of
Induction Motor Drives, Vectra, is observed in this paper.
This station is placed in the Laberatory for a Microprocessor
Based Electrical Drive Control of Faculty of Electrical
Engineering in Banja Luka. Basic parts of station as well as
two implemented algorithms, Algorithm for Minimization
Power Losses in Vector Controlled Induction Machine Drive
and New Concept of Direct Torque Control of Induction
Machine Drives are presented in this work.

1. INTRODUCTION

Laboratory Station Vectra is purposed for
development and testing different algorithms of induction
machine drive control, scalar control, V/f control, vector
control, direct torque control, efficiency improvement etc.
Also, different methods for three-phase DC/AC converter
control, like PWM modulation, space vector modulaton and
harmonic elimination based technique can be implemented on
Vectra. Vectra is primary purposed for the student education
but, also, advanced algorithms for induction machine drive
control are developed and verified. Hardware and Software
of Vectra and two successfully implemented experiments are
short presented in this paper.

Laboratory station is made following the model of
samename station at the Faculty of Electrical Engineering in
Belgrade. Comparing with the Vectra at the Faculty of
Electrical Engineering in Belgrade station in Banja Luka is
modernized especially on its acquisition and control elements
using digital signal prosessor (DSP) based controller board .
In this way we obtained better control characteristics. Also,
modern software tools are available for programming and any
changes in control software can be simple done.

Basic parts of the Laboratory Station Vectra are:

- induction motor
- incremental encoder connected with the motor shaft,
- three-phase drive converter (DC/AC converter and

DC link),

- PC and dSPACEL102 controller board with
TMS320C31  floating  point  processor  and
peripherals,

- interface between controller board and drive
converter. Picture of Laboratory Station Vectra and
its block diagram are shown in Fig.1. and Fig.2.

Fig. 1. Picture of the laboratory Station Vectra.

dSPACE DS1102 control board with digital signal
processor is connected to PC via ISA slot. Control and
acquisition function as well as signal processing are executed
an this board, while PC provides comfortable interface
toward user. Controller board DS1102 is purposed for digital
signal processing and real time control. It consists of :
e TMS320C31 digital signal processor,
e TMS 320P 14 microcontroller,
128x32 zero wait state static RAM,
serial interface,
4 A/D converter (2 16-bit and 2 12-bit),
4 12-bit D/A converter,
2 incremental encoder interface,
Host interface and
digital /O subsystem [4, 5].

DS 1102 control board block diagram is shown in

Fig3.

TMS320C31 is a high performance floating point
processor. It makes parallel multiply and aritmetic or logic
operation on integers or real numbers presented in floating
point format in only one singl instruction execution time.
Single instruction execution time is 33.33ns. Processor
supports a large address space (16M ><32) with various

addressing modes allowing the use of high-level languages
for application development [4-7].
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Fig. 3. Block diagram of DS1102 Controller Board.
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Electrical motor in Vectra is squirrel cage 3-phase 4-
pole induction machine. Motor parameters are given in the
appendix of the paper.

Incremental encoder connected with motor shaft, gives
1000 pulses per cycle and it is used as speed and position
Sensor.

Drive converter is realized as 3-phase inverter bridge
with 100A transistors and feedback diodes. Inverter is
supplied from the standard distributive power source (220V,
50Hz), over l-phase transformator, rectifier and DC link.
Electrolyte capacitor 450V, 1000uF is built in DC link to
reduce voltage ripple. There is one driver board for every
inverter phase. Inverter drivers amplify control signals from
the controller board and electricaily isolate control stage from
the power stage. Also, there is resistor built in inverter for
power disipation during braking and generatory work of
machine.

Analog and digital /O subsystem of DSI1102
controller board is adopted for real time applications. Some
peripheral units are used in Vectra; PWM unit, incremantal
encoder intarface and A/D converters.

Also, peripheral interface obtains power supply for
incremental encoder and makes dead time control. Dead-time
can be tuned from 0.1ys to 40us.

Current sensor in Vectra is Hall's probe. Two Hall's
probes are used and information of measured currents is hold
by two A/D converters on the controller board. One Hall's
probe measures a-phase current and second difference
between b-phase and c-phase current. In this way we acquire
information about stator currents in ¢ — [ system. Machine

stator currents in o — J system are given by [1]:
= )

1
iﬁzj_g(tb—ic), (2)

Hall's probes convert measured currents into voltage
signals and also electrically isolate controller board from the
electrical machine. Voltage signal level is adapted to A/D
converter input level by resistor divider. Each of the A/D
converters contains a 16-bit successive converter, and a
sample/hold circuit. The converter achieves a conversion
time of 4us. All A/D converters have single-ended bipolar
inputs with +10Vinput span.

Incremental encoder signals are hold by two
incremantal encoder interfaces on the controller board. Each
interface containes differential line-receivers for the input
signals, a digital noise pulse filter, a quadrature decoder
which converts the sensor’s phase information to count-up
and count-down pulses, a 24-bit counter which holds the
current sensor position and a 24-bit output latch. Maximum
count frequency is 8.3 MHz. [4,5].

PWM signals are generated in the compare unit in
digital /O subsystem on the DS1102 controller board. One
of the feature of compare unit is the high precision PWM
operating mode, and six PWM output lines is available. The
compare unit consists of six compare registers and six action
registers controlling the output pins. The compare registers
continously compare their valuas with the counter registers of

timer 1 or timer 2. If match is found corresponding output pin
is set to 0 and high precision PWM signal is generated [4, 5].

2. SOFTWARE REALIZATION

dSPACE controller board with high performance
TMS320C31 processor supports different programming
techniques from the assembler to high-level languages. Two
implemented algorithms described in this paper are software
realized using Matlab — Simulink and dSPACE real-time
interface for dSPACE hardware. dSPACE DS1102
Development Kit contains software for development real-
time applications as Simulink models or C programs. This
software is installed in Matlab ver. 5.1 or later and provides
additional Simulink Toolbox for development real-time
applications as Simulink models and their compiling,
downloading and execution [ 6, 7].

dSPACE Development Kit contains:

e  MLIB/MTRACE program library

e dSPACE Real-Time Library (RTLib1102)

e  ControlDesk software which provides all the functions
for controlling, monitoring and automating real-time
experiments and makes the development of controllers
more effective.

e Control Desk Hardware Management which offers the
functions to handle a real-time applications assigned to the
boards, such as download and start a real time application,
stop real-time application, automatic loading of variable
description files etc.

The Instrumentation Kits of ControlDesk which
provides a set of powerful instruments. They are designed to
monitor and/or control real-time variables interactively and to
displey real-time captures.

Automate ControlDesk which offers automation the
complete funcionality of ControlDesk by using the
programming interface to the Pyton language.

Programming a real-time application in the dSPACE
Development Kit is same as any other Simulink application.
Interface with peripherials on the board is made by using
corresponding blocks in the dSPACE Toolbox.

After Simulink model is finished and simulation
parameters are specified a Build procedure can be started.
During Build procedure Simulink blocks are automatic
translated in the machine code and downloaded into program
memory. Handling real-time applications can be done in
Matlab or ControlDesk. ControlDesk graphic interface with
the trace of measured variable on is shown in Fig. 4.

Sampling frequency depends from the application and
in the applied experiments it was in the range from 2kHz to
3.5kHz.
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Fig. 4. ControlDesk graphic interface with the trace of measured variable on (machine torque).

3. EXPERIMENTAL VERIFICATION OF
ALGORITHM FOR POWER LOSSES
MINIMIZATION IN VECTOR CONTROLLED
INDUCTION MACHINE DRIVE

A Fuzzy Based Algorithm for Minimization Power
Losses in Vector Controlled Induction Machine Drives is
observed in the paper [2}. Power losses as well as heating of
machine can be reduced by this application. It holds
qualitative characteristics of search based algorithms but also
provides less torque ripple with flux changes, less sensitivety
to load perturabations and better control characteristics. This
algorithm is experimentally tested and verified on the
Laboratory Station Vectra.

& T T g
Fig. 4. Induction motor drive power losses for ajstep
load torque and without algorithm for minimization losses.

Fig. 5. Induction motor drive power losses for a step
load torque and with algorithm for losses minimization.
Used electrical drive is indirect vector controlled, so

Park's transformation is performed using information of

motor speed. Speed sensor is existing incrementral encoder in

Vectra. Stator current are measured by Hall's probes and hold

by two A/D converter on the board. Inverter is driven by

PWM signals generated in the capture unit on the controller

board and amplified in the inverter drivers.

Power losses in the machine drive with and without
appllied algorithm are shown in Fig. 4. and Fig. 5.
respectively.

Applying this algorithm for power losses minimization
next results are obtained:

Less torque ripple with flux changes;

Less drive sensitivity to load perturbations;

20. Electromagnetic torque margin is controlled so better

control characteristics are obtained.

21. Total power losses are reduced especially when machine

works with small loads.



4. EXPERIMENTAL VERIFICATION OF
ALGORITHM OF DIRECT TORQUE
CONTROL

Algorithm of Direct Torque Control is detailed
observed in [3] and experimentally verified on the Laboratory
Station Vectra. Software was written using Simulink and
dSPACE Real-Time Library. Sampling frequency in this
application is 3.5kHz. This algorithm doesn't use speed
sensor information so only used peripherals are A/D
converters and PWM unit.

Significiant problem in experiments was noise in the
information of measured currents. This noise is filtered by
low-pass hardware filter. According [3] experimental results
are good and a case when torque and flux change are
assigned in the same moment are shown in Fig 6. and 7.

ELECTRONICS, VOL. 6, NO.2, DECEMBER 2002

e Noise in the information of mesured currents can be

eliminated by well-designed low-pass hardware filter.
Besides above mentioned imperfects, by applying methods
for negative effects elimination, Laboratory Station Vectra
is successfully used.

Main advantage of Vectra in relation to industrial drives is
in its programming and simple development of the
applications.

6. CONCLUSIONS

Laboratory Station —Vectra and its posibilities in
development and testing application of power converter and
induction motor drive control are observed in this paper.
Some practical experinces in works with Vectra and two
implemented algorithm are presented. These results can be
useful in development similar laboratory stations.
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APPENDIX
Parmeters of the motor in Laboratory Station Vectra
3 MOT A220/Y380V
3,7/2,124 0,75kW
3 cosp =0,71 14100/ min 50Hz
R, =104Q R, =116Q L =22mH L, =22mH
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APPLICATION OF INTERNAL MODELS IN THE DESIGN OF DIGITALLY CONTROLLED
ELECTRICAL DRIVES

Mili¢ R. Stojié, Faculty of Electrical Engineering, Belgrade
Milan S. Matijevié, Faculty of Mechanical Engineering, Kragujevac

Abstract: The design of a controlling structure with internal
models for digitally controlled electrical drives is given. In
the control portion of the structure, the nominal model of the
plant and model of immeasurable external disturbances are
included to improve the system robustness and to extract the
expected class of disturbances. Particular attention is paid to
the design of IMPACT (Internal Model Principle and Control
Together) structure for digitally controlled drives and a
suitable modification of the structure is proposed in order to
improve the system performance and to facilitate system
synthesis.

Keywords: Principle of absorption, Immeasurable external
disturbance, IMPACT structure, Controlled electrical drives,
Newton's predictor.

1. INTRODUCTION

In many applications of controlled electrical drives the
high dynamical performance and capability of the system to
reject the influence of external disturbances on the steady-
state value of the controlled variable are required. In the
tracking regime, the tracking error is to be reduced to the
level of sensor resolution, in the presence of the generalized
disturbance that comprises the external disturbance and
uncertainties of plant parameters. These requirements can be
achieved by the design of IMPACT controlling structure [1-
4] suited for the design of speed- and position-controlled
electrical drives.

The IMPACT structure has the merits of both the
structures based upon the IMP (Internal Model Principle) and
IMC (Internal Model Control) [1,5]. As it is known, IMP
means the inclusion of disturbance model into the controlling
structure in order to compensate effects of expected class of
external disturbances on the system output or the system
controlled variable (angular speed or position of the motor
shaft). The IMC structure is not suitable for disturbance
rejection but it enables the achievement of the robust system
stability and high dynamic performance.

In this paper, the conventional IMPACT structure is
described and then -ts modification is proposed for
application to the structural design of digitally controlled
electrical drives. It will be shown that the application of
predictive filters instead of disturbance observer, including
the model of disturbance, gives the same or even better
system performance. Unlike the structure with disturbance
observer, the alternative control structure, proposed in this
paper, is simpler and with a smaller number of tuning
parameters within the internal models by which the
robustness, filtering properties, and high dynamic
performance of the system can be easily adjusted.

2. PRINCIPLE OF ABSORPTION

Suppose that kth sample of an external disturbance
f(t) may be determined by a finite number mq of previous
samples. Then, the disturbance is regular and may be
described by extrapolation equation [4]

fGTY=D, (") f((k=DT) 6y

where D, (z™") is the prediction polynomial of order

m, -1. Relation (1) is called the equation of extrapolation or
prediction [4] and it may be rewritten as

(1-z"'D,(z")f(z")=0 (2)
where f (z_1 ) denotes the z-transform of disturbance.

Relation (2) is called compensation equation and FIR filter
having the pulse transfer function 1-z7D, (z7) is the

absorption filter or the compensation polynomial [4].

Absorption  filter @, (z')=1-z"D,(z") s
designed for a known class of disturbances and its impulse
response becomes identically equal to zero after n sampling
instants, where n = m,. Hence, the compensation equation (2)
may be considered as the absorption condition of a given
class of disturbances. The condition can be expressed as

@, (z")f(z")=0, for t=kT 2 (deg®,)T. (3)

The extrapolation polynomial D /(z") is determined
by an apriori information about disturbance f(f) [4, 6],
nevertheless, it is simply resolved as

N (z™)
@ (z=D (z"), from f(z)=——-. (4
A(z7)=D,(z7) fz7) DG “4)

In the case of a stochastic disturbance s(f), absorption
filter (4) should suppress as much as possible effects of
disturbance on the system output. Thus, for a low frequency
disturbance s(f), which can be generated by double
integration of the white noise, an appropriate choice of

absorption filter is @ (z"')=(1-z")" that corresponds to

absorption of linear (ramp) disturbance [1, 7]. In majority of
practical applications an appropriate choice might be

D(z')=2-z"'. According to (4),
polynomial D(z™)=2—z"" rejects ramp disturbances; but, it

prediction

enables also the extraction of slow varying disturbances and
even suppression of the effects of low frequency stochastic
disturbances.

3. IMPACT STRUCTURE
In the IMPACT structure shown in Fig.l, the
controlling process is given by its pulse transfer function or
by polynomials P (z"') and Q(z™'), and the process dead-
time given by integer & Within the control portion of the
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structure in Fig.l (shaded part) two internal models are
included: the two-input nominal plant model

w
1k < + )
P 1 u |Z"P[z) Y
Pr(a ) STy R(Zl) > Q(:il} ok 5
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Fig.1. IMPACT controlling structure
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explicitly and the disturbance model embedded into
the discrete filter A(z™')/C(z™") . Both the internal nominal
plant model and disturbance model is treated as the
disturbance estimator. The control portion has two control
loops that can be designed independently. The minor local
control loop is designed by the proper choice of polynomials

A(z") and C(z'), while polynomials P (z") and
By (zfl) in the main control loop are determined to achieve

the desired system set point response. For a minimal phase

plant, the proper choice of polynomial P (z7') is

R(zY=P’(z™") [1].
Under the nominal

(P(z)=P'(z"), 0(z")=0"(z"))

R(z")=P’(z"), the

Wz /r(z") and y(z)/ w(z™') are easily derived from

conditions
and for

closed-loop transfer functions

Fig.1 as
vz Q' )lcE) -z aE)

= 6

wiz) CEMHO" Y +z P ©
and

vz7) _ z7P(z7T) o

I’(Zfl) - Q()(Z~1)+Z‘|—AP“.(Z4) .

In virtue of (7), the system set-point response can be
adjusted by determining appropriate polynomials P, (z™"
and P, (z') according to the desired system closed loop
y(z")/r(z")=G,(z"). Then, the
absorption of an external disturbance and the speed of

disturbance transient response are adjusted by choosing the
structure and parameters of the disturbance estimator.

transfer  function

3.1. Elimination of disturbance
From (6), the steady-state error in the presence of a
known class of external disturbance w(z) will become zero if

o' (2 McEh) -z A W) =0
cH ) +z" Pz ) (@8)

lim(1-z™)

z—1

In the case of stable polynomial C(z™') and the plant of
nonminimal phase,
0 -1
llm -1 0 Qfl(z )7141\ -1 ¢ O
ceMo' @+ RN ©)

z—1
and then the relation (8) is reduced to

lim(l-z)[C(z) =z Az ) ") =0
z—1 .

(10)

As shown later, the stable polynomial C(z™') is to be

chosen according to the desired speed of disturbance
rejection and the required degree of system robustness and

then polynomial A(z™') is determined to satisfy relation

(10).

According to the principle of absorption, it is possible to
design the observer estimator that rejects any kind of
expected disturbances. To this end, consider the class of
disturbances having the z-transform

w(z")=N _(z")/ D, (z"). Then, relation (10) is satisfied if
the following Diophantine equation holds

A+ B, (2 )0E)=Cz) (0

where ®(z"') represents the absorption polynomial
determined by ®(z')=D, (z"'). For example, to the
polynomial and sinusoidal disturbances (w(r)=2., dt"
and w(t) =sinat)
oz HY=1-z"H"

where T, is the sampling period.

correspond respectively

and ®(z"')=1-2z"cosal +z7,

A unique solution of the Diophantine equation, which
plays a crucial role in the design procedure of the observer
estimator, proposed in this paper, does not exist [8]. Relation
(11) is a linear equation in polynomials A(z™') and B,(z").
Generally, the existence of the solution of Diophantine’s
equation is given in [9]. According to [9], there always exists

the solution of (11) for 4(z™") and B,(z™') if the greatest
common factor of polynomials z™'™* and ®(z™') divides
polynomial C(z™'"); then, the equation has many solutions.
The particular solution of (11) is constrained by the fact that
the control law must be causal, i.e., deg A(z"')<degC(z™).
Hence, after choosing a stable polynomial C(z™') and
degrees of polynomials A4(z"') and B,(z™'), and inserting
the absorption polynomial ®(z™') that corresponds to an
expected external disturbance, polynomials A(z™") and
B,(z") are calculated by equating coefficients of equal
order from the left- and right-hand sides of equation (11).
Polynomial A(z"') obtained by solving (11) guarantees the
absorption of the expected class of disturbances, while the
choice of C(z™) affects the speed of disturbance rejection,

system robustness, and sensitivity with respect to measuring
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noise. Good filtering properties and the system efficiency in
disturbance rejection are the mutually conflicting
requirements. Therefore, to reduce the noise contamination,
the low-pass digital filter may be introduced to modify the
internal model of the disturbance into

Az _4,EDH4 (z™")
Cz™) ciz'™h

(12)

where 4, (z")/C(z™") represents the pulse transfer function

of the low-pass filter and 4,(z”') is a polynomial that
satisfies (11) and thus includes implicitly the internal model
of disturbance. The lower bandwidth of the low-pass filter
corresponds to a higher degree of system robustness and vice
versa [10]. According to [10], complex disturbances require
higher order of polynomial 4(z™) and it will further reduce
system robustness with respect to mismatches of plant
parameters.
3.2. Parameter setting

The main control loop of the system of Fig. 1 is
designed to achieve the desired set-point response
determined by the system closed-loop transfer function

zH (27
GL,(,(z')z—K—(";'(l—)——. (13)

According to (7), the desired closed-loop transfer
function is achieved if the following identity holds

FTEEP () _ 2 H, (z7)
"N+ RGEY T K@)

(14)

To satisfy ( 14),/ it is first necessary to solve the
Diophantine equation
Q' (z")+z PP (27")=T(z")K, (™) (15)
for polynomials P (z™') and T (z_l) and then to determine
the second polynomial of the main control loop of the system
of Fig. 1 as
P(z")=T(z")H,(z"). (16)
where 7(z™) in (15) is chosen as a stable polynomial.
Recall that, for a minimal phase plant, R(z")=P"(z").
The characferistic polynomial K ,(z™') is read from

(13) or it may be determined by the desired closed-loop
system pole spectrum. To improve the system robustness
with respect to uncertainties of plant parameters, polynomial

K, (z™") may be extended by factors
[1(=bz"), 0<b <09. (17)
i=1

At the beginning, the values of b; and integer n are to

be chosen as small as possible and then they can be
increased gradually until the required criterion of robust

stability is satisfied. At the same time, polynomial P, (z™
should be modified into

T1a-sz"y
R, (Zfl ) ::1”
[1a-s)y
i=1
to save the achieved set-point response and to keep
unchanged the steady-state value of the system output.

(18)

4, MODIFIED IMPACT STRUCTURE

Fig. 2 shows the modified IMPACT structure for the
control plants without transport lags, which may be applied
for structural design of digitally controlled electrical drives
[1,2]. Signal wy, modeled the influence of load torque on
system output y (angular speed or position of the motor
shaft).

Wy

i P,_(Zr‘) 1, ;ll T~> D/A'ﬁlW,m(S); -_i-‘/ i)
: , /T
b2 P PO O ) e

!

|

€ !
a

|

i

Fig. 2. Modified IMPACT controlling structure

The control plant of the structure in Fig. 2 is given by
its nominal pulse transfer function
—1-k o -1
ey = e 2 ) (19)
0(@)
which is used as a two-input internal plant model
within the control portion of the structure. Signal £ estimates
the influence of generalized disturbance on the system
output. Uncertainties of plant modeling may be adequately
described by the multiplicative bound of uncertainties
a(w)[11]

W Y=Ww " )1+W (")
6w (e < @), we [0,7/T].

(20a)
(20b)

Then, the system of Fig. 2 satisfies the condition of
robust stability if the nominal plant is stable and if the
following inequality holds
0° R )+ B R Y
a(CU)< A wen s <} o -1 -1 ’

=72 R )+ TIDE o
we [0,7/T]

2D

The robust system performance is achieved by the
operation of the local loop of the structure in Fig. 2. Namely,
the role of local loop is to suppress as much is possible the
effects of generalized disturbance on the system output.
According to the principle of absorption, it is necessary to
include, into the control part of the structure, the internal
model of disturbance having the input €. In the case of
control plant without the transport lag, the internal model of
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disturbance is reduced to the prediction polynomial D(z™').

In Tsypkin’s works, most frequently the prediction
polynomial
D(z")=2-z" (22)

is proposed [3, 4]. This polynomial corresponds to
linear disturbances but it effectively rejects different classes
of slowly varying disturbances, too, especially in the case of
small sampling period [1, 5]. According to the standard
procedure of IMPACT structure design [5], in the case of
minimum phase plants,

R(z)=F(z") (23)

is to be adopted. The main control loop of the
structure in Fig. 2 is designed to achieve the desired pulse
transfer function G, (z™') of the closed-loop system. Namely,

by equating identically the desired G, (z™) with
ZflPr (Zvl)
Q(z)+z'P(z7)

one can easily determine the polynomials P, (z ™) and

G,(z")= (24)

P (z™") and thus the structure design is completed.

In the structure of Fig. 2 the encoder detecting the
angular speed or position is not indicated. When the rezolver
to digital converter (R/D) of limited resolution is applied, the
measuring signal is contaminated by quantization noise [2],
which produces the fluctuation of control variable and losses
in the motor. The predictive filter in the local loop increases
the noise and that makes the system more sensitive to
quantization of the speed and position. Therefore, the
structure of Fig. 2 is modified by including the extended
observer, as is shown in Fig. 3. The observer is extended by
the model of disturbance to enable the estimation of angular
speed in the case of the presence of a constant or slowlyy
varying disturbance.
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Fig. 3. Modified IMPACT structure of digitally
controlled speed servomechanism

In this paper, for the extraction of disturbance, the
simple polynomial predictor is applied in the local minor
loop of the structure of Fig. 3, instead of internal model of
disturbance used in the ordinary IMPACT structure of Fig. 2.
Generally, the predictive filter is defined as an algorithm that
estimates future values of the input signal and suppresses the
noise contamination [12]. The relatively simple forms of
digital predictive filters corresponding to polynomial
disturbances are treated.

Suppose that signal g(k) may be modeled by

polynomial
M

eky=a,+ak+..+a,k" =3 ak'
i=0

where coefficients a, are unknown real constants. For

(25)

example, the pulse transfer function of Newton’s predictor,
which estimates signal (25) with prediction horizon of p
samples (i.e. £(k+ p)) has the form

H( =Y a-27)

=0

filter estimates

(26)

This &(k+p) by M+l
preceding samples £(k) . In the particular case of M = 1 and

sample

p =1, filter (26) becomes ideritical to prediction polynomial
(22). Generally, when an electrical drive is under
consideration (control plant has minimal transport lag) it is
always p = 1. Filtering properties of the different Newton’s
filters are illustrated in Fig. 4. Frequency characteristics of
Fig. 4 show that noise components in the signal are increased
when the order of the filter becomes greater. Therefore a
linear approximation of signal (M = 1) may be adopted as an
adequate, from the standpoint of noise sensitivity.

| D] |D(z )| = |4-6z"+4 2 2%, (M=3)

10" |DEY|= 332" 2], (U=2)

|DE Y| =2-2"], (M=1)

0 05 1 15 2 2.5 3
oT
Fig. 4. Frequency characteristics of Newton’s predictive
filter for p=1and M =1, 2 and 3
LSN (Linear Smoothed Newton) predictor [12],
obtained by improving classical Newton’s, passes Mth
difference of input signal through the low-pass digital filter
S(z™"). If the signal is adequately modeled by nth order

polynomial, then the Mth difference of signal is constant and
the necessity of its filtering is evident. In a general case, LSN

predictor is given by pulse transfer function
M-1

HL,/..&'N(ZAI) = Z(l -z + S(Zfl)(l —z)

=0

@7

For further simplification, the low-pass digital filter
S(z') may be adopted as a digital equivalent of the simplest
low-pass analogue filter

3 T(1+z™
Ts+l| ... 2T +T+(T—2T)z"

J
T Tl
having only one tuning parameter 7; of a clear physical
meaning. By increasing the value of 7, the better filtering

S(z7) = (28)
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properties and higher system robustness are achieved,
especially within the low frequency band. On the other hand,
with greater 7 the speed of disturbance absorption is reduced
and vice versa. , o s

287 |DEe)|=|2-e"

26
2.4f
1) 7,=0.05
22 i
2 2) 120.10
1.81
1.6 3)T70.20
1.41
1.ef
1 & i I 1 1 I
0 0.5 1 1:5 2 2.5 3
or Fig. 5.
Frequency characteristics of LSN predictor and prediction
polynomial

For comparison, the frequency characteristics of the first
order prediction polynomial and LSN predictor are illustrated
in Fig. 5.

5. ILLUSTRATIVE EXAMPLE

The efficiency of LSN predictor with 7; = 0.2s, when
compared with the application of prediction polynomial

D(z")=2-z", in the case of IMPACT structure of

positioning servomechanism is illustrated by Figs. 6 and 7. In
the servomechanism, the 16-bits D/A converter and [2-bits
R/D converter are applied. The results of simulation runs
given in Fig. 6 (2) and (b) and Fig. 7 (a) and (b) are obtained
by LSN predictor while the results in Fig. 6 (¢) and (d) and
Fig. 7 (c) and (d) are accomplished by the prediction
polynomial. Notice that LSN filter suppresses the effects of
quantization noise on the control variable and slightly slows
down the speed of disturbance rejection. Sampling period T'=
0.1s is assumed. The control plant is DC motor U12ZM4T
having the electromagnetic gain factor K = 4.38 and
mechanical time constant 7,, = 0.32s. The desired close-loop
system transfer function is specified by two conjugate
complex poles with undamped natural frequency @, = 2.5
rad/s and relative damping coefficient {= 1.
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Fig. 6. Operation of IMPACT structure in the absence of
torque disturbance
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Fig. 7. Operation of IMPACT structure in the presence of
torque disturbance

The efficiency of LSN predictor application as a
prediction within the IMPACT structure of the speed-
controlled electrical drive is illustrated in Figs. 8 and 9. The
same DC motor UI2M4T and 7 = 0.1s, as in the case of the
positioning servomechanism, is applied. According to the
proposed procedure, the desired closed-loop system transfer
function

= -2
G (=)= 0.312898z" —0.259182z

- 29
Les71037 07408187 )

is specified and then the following polynomials of the
control structure are calculated

7P (z)=1.1765z", Q'(z") =1-0.7314627,
R(z")=1.1765, P.(z")=-0.955642+0.740818z"" (30)
and P(z"')=0.312898-0.259182z".

The system simulation is performed when 16-bits D/A
and 12-bits R/D converters are applied (Fig. 8). The standard
deviation of the difference between output signals generated
with and without quantization noise, in the case of IMPACT
structure with LSN predictor (Fig. 8), is 12% less than in the
case of the observer based structure. By increasing time
constant 7y, quantization noise is more suppressed but, at the
same time, the speed of disturbance rejection is slowed down.
Hence, the implementation of LSN predictor instead of
prediction polynomial gave approximately the same results as
in the case of observer implementation in IMPACT structure,
but the structure with LSN predictor is significantly simpler.
Furthermore, by tuning parameter 7, it is possible, in a
simple way, to adjust system dynamic properties, suppression
of quantization noise, and to improve robust stability of the
system (Fig. 9).
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Fig. 8. Responses of IMPACT structure of speed-
controlled servomechanism with LSN predictor (T; = 0.2s)
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Fig. 9. Frequency characteristics of complementary
sensitivity function of IMPACT structure with (1) prediction
polynomial and (2) with LSN predictor having: (2) Tr = 0.05, (3)
T =01, (4) Ty =02, and (5) T; = 0.33.

6. CONCLUSION

0 0.5 1

The design procedure of IMPACT structure for
digitally-controlled speed and position servomechanisms has
been given. It was shown that the set-point response of the
structure and speed of disturbance rejection could be adjusted
independently. Instead of the design of disturbance estimator
within the local loop of the structure, as in the case of basic
IMPACT structure, different predictors are employed, for the
purpose of disturbance extraction. This alternative approach
has several advantages: the relatively easy setting of
controller parameters, adjustable speed of disturbance
rejection, and control of system robust stability.
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ON-LINE RESOLUTION SWITCHING OF THE RESOLVER TO DIGITAL CONVERTER
WITHIN A POSITIONING SERVO DRIVE COMPRISING SIMULATED ENCODER

Slobodan N. Vukosavic, Peric S. Ljiliana, Electrical. Engineering Faculty, Belgrade, Yugoslavia

Abstract: The paper deals with the position and speed
sensing in an environment of industrial servo drives equipped
with resolver-type  sensors. Problems of limited R/D
converter resolution are outlined along with their influence
on overall drive performance. Novice method for on-line R/D
resolution change is proposed, and its software and
hardware aspects are thoroughly examined. Primarily
software based, proposed approach adapts the R/D
resolution according to current shaft speed, so as to reduce
the noise in feedback signals and optimize the drive
performance.  Experimentally  verified, the method is
proposed to potential users in the form of clear design
guidelines..

Keywords: Resolver to digital converter, servo drive,
simulated encoder

1. INTRODUCTION:

Advanced servo drives with synchronous and
induction motors demand high precision shaft sensors for the
speed and the position measurement. Harsh industrial
environment might include elevated temperatures, dust, oil
vapors, noise and vibration that prevent the use of common
optical transducers. When highly reliable operation in a
severe environment is required, the shaft sensor commonly
used is the robust electromagnetic resolver.

Resolver sine and cosine signals contain the
information on the shaft position in an analog form.
Ratiometric resolver to digital (R/D) converters are used for
transforming the shaft position data in digital form, suitable
for further processing. The resolution of conversion process
might be preset from 10 to 16-bit with most of available R/D
chips available on the market. High resolution gives the best
precision of the position measurement and the lowest speed
feedback ripple. Though, due to the finite topmost frequency
of the VCOs and counters comprised within a R/D IC, the
maximum shaft speed practicable in high resolution mode is
limited. Hence, as the top speed of the drive increases, a
lower R/D resolution must be preset, resulting in lower
overall drive performance.

The drive performance might be significantly
increased with variable resolution scheme, allowing the R/D
converter's resolution to be adapted to the current shaft speed.
In this paper, the method and application of novice, software
implemented R/D resolution switching is proposed. Basic
analytical ~consideration and design guidelines are
accompanied with experimental results, illustrating clearly
visible improvement of overall drive performance.

2. R/D CONVERTER OPERATION WITH FIXED
RESOLUTION:

Resolver-to-digital converters obtain the digital word
related to the shaft position from analog signals coming from
the SINE and COSINE detection windings of the resolver.

Conversion process is ratiometric [1], and involves closed
loop position tracking. Assumed position is present in an
UP/DOWN counter (Fig.1) in the form of a digital word with
10, 12 14 or 16 bits. Resolver is normally excited by a low
power, high frequency signal [2], having the frequency at
least an order of magnitude higher than required bandwidth
of the R/D tracking loop. Resistive network in Fig. 1
switches in and out internal resistors according to the status
of corresponding counter bits. At its analog input, resistive
net is connected to the sine and the cosine signals, obtained
from the resolver detection windings. The net is arranged in
such a way that an AC-error signal appears at the output. The
etror signal is proportional to the difference between the
actual shaft position and the estimation contained as a word
within the counter.

High (excitation) frequency AC error is filtered
demodulated, and processed through a PI (proportional -
integral gain) block. Amplified error is used as the driving
signal for a Bi-directional Voltage Controlled Oscillator; the
BVCO generates the pulses at the “UP” output for positive
values of VCO_IN signal (see Fig. 1); or, alternatively at the
“DOWN” output in the cases whence the VCO_IN has a
negative value. In both cases, the pulse frequency varies with
the absolute value of the input signal. The BVCO is mostly
[1] implemented as current controlled device.

The tracking loop is closed by feeding the BVCO
output signals to the counter, providing for corrective action
that forces the digital position estimate to track the actual
shaft position. “UP” and “DOWN” pulses from the BVCO
will increment or decrement the counter attempting to zero
the error. The frequency of BVCO output is proportional to
the rate of change of the shaft position, and hence,
proportional to the shaft speed. The same way, the input to
BVCO may be used as an analog representation of the shaft
speed; the “tacho” signal.

Most of resolver-to-digital converters available [1]
comprise a BVCO with the maximum pulse frequency below
fuae = 1 MHz. Hence, the R/D converter will not be able to
track the shaft position at a speed higher than Oyx[1Ps] = fuax
[Hz] / 2%; where N stands for the counter length in bits, and
the ®,,, designates the top speed in revolutions per second,
assuming that resolver has one pair of poles. Generally, the
top mechanical speed is obtained by dividing the value Wy
by the number of resolver pole pairs. The counter lenght N
determines the resolution of the R/D converter, and might
assume values of 10, 12, 14 or 16.

The best precision of the position measurement is
obtained having N=16. In this case, full counter lenght is used
(from b15=MSB to b0=LSB), the BVCO pulses affect the
bits starting with b0, and the top speed Oy, is very small
(example: with N=16, fu. = 1 Mhz and a 6-pole resolver,
Ny = 305 [rpm]). In order to achieve higher speed, the R/D
resolution has to be decreased to 14, 12 or 10, depending on
the application requirements. For N=10, the resolution is at
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the minimum and the top shaft speed is ny= 19531 [rpm]
for 6-pole resolvers, and 58593 [rpm] for 2-pole devices. The
BVCO clocking pulses do not affect six least significant bits

within the 16-bit counter (b5-b0). The effect of one pulse is
addition/subtraction of one (1) to/from a 10-bit digital word
consisting of the bits b15..b6.

Analog signals coming fram

electromagnetic resolver
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Fig. 1: Basic operation of the R/D converter with fixed resolution

Accuracy and response speed of the tracking loop
depends upon the excitation frequency, resistive net accuracy,
the PI error gains and the counter lenght (10 - 16 bits).
Generally, tracking loop bandwidth of the order of one tenth
the excitation frequency may easily be achieved. The counter
length N is preset by the user; two dedicated pins of the R/D
chip has to be connected to logical 0 or pulled up to logical 1.
Four possible combination will set N to 10,12, 14 or 16.
Along the drive operation, the resolution remains fixed.

The resolution of position measurement is directly
determined by the counter length. Hence, it varies from o
2 to 27'° * 2 ;. The speed signal is most frequently obtained
from the position information by means of a speed observer.
Due to the fact that the speed observers intrinsically bring in
the differentiation and filtering of the position signal, the
speed feedback noise will increase as the R/D resolution
decreases. Consequently, lower R/D resolution will limit the
speed loop bandwidth, since the gains of the loop must be
reduced due to the noise contained in the feedback signal.

Plenty of servo drive applications require both high
precision at a low speed and the possibility to reach very high
speed with lower precision. Machine tools application
frequently calls for a high speed, rough cutting mode;
followed by final low speed, high precision cutting. Spindle
drives with automatic tool exchange call for extremely high
top speeds at which the precision is not essential, but need as
well high precision position measurement in the tool
exchange mode. If the resolver with the R/D converter is used
as the shaft sensor, the overall drive performances will be
bonded by the necessity to choose and keep fixed one

resolution of the R/D converter. When the top drive speed is
high, so has to be the value of @y, , and the user must select
a low R/D resolution. Consequently, low speed performances
will worsen; the speed loop bandwidth, suppression of the
torque disturbances and the precision of the positioning will
be inferior with respect to the case of a higher &; that would
have been applied if the high speed requirement were not
imposed.

The method and the means for a software based on-
line resolution adaptation are analyzed and proposed in this
paper, with the aim to achieve better utilization of the
resolver and the R/D converter; and allow simultaneously
high precision low speed operation as well as high
operational speeds with decreased accuracy of the position
measurement. The method with both hardware and software
aspects of proposed on-line resolution switching has been
thoroughly tested and build into the digital multiaxes
servoamplifier [3], showing excellent results field test results.

3. ON-LINE RESOLUTION SWITCHING:
HARD-WARE ASPECTS

Drawbacks of the fixed resolution operation of R/D
converter might be eliminated by selecting the resolution N
lower at high shaft speeds, while switching to 14- or 16-bit
resolution in low-speed high-precision mode of operation.
The pins of the R/D (named SC1 and SC2 in the case of 2582
part [1]) provided for hardware selection of R/D resolution
might be software controlled, in which case their status, and
hence, the R/D resolution might be changed on-line, during
the drive operation.
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On-line change of the R/D resolution basically means
the change of the counter length; that is, a 10 => 12
resolution switching changes the counter format from [ b15 ...
b6 ] - 10 bit word, to 12 bit [bl5...b4] word. Due to the fact
that the shaft speed does not change significantly during the
switching interval, and taking into account that the BVCO
frequency is given favco [Hz] = 2N @[rps], the 10 => 12
resolution change must be followed by an increase of favco
by four. The same way, reciprocal 12 => 10 resolution
switching must be followed by a drop in the BVCO
frequency by four.

The output frequency of the BVCO is controlled by
the voltage level at the oscillators input (VCO IN signal in
Fig. 1). This signal, in turn, is the output of an analog PI
regulator, having the tracking error at the input. The VCO IN
signal cannot change instantly, due to an inherently limited
slope and response time of the PI block. Hence, inability to
augment and diminish the VCO IN four times at the instant of
the resolution switching will make impossible sudden
changes in BVCO frequency. Therefore, a large tracking
error will occur at the instant of SCIL:SC2 switching,
followed by the transient response of the tracking loop. In an
environment of a servo drive with the speed loop, transient
phenomena caused by the resolution change will provoke
large torque spikes, speed errors, and the position error that is
not acceptable. Severity of the problem might be observed
better if the magnitude of the R/D internal speed error is
considered: at each resolution change, the internal speed error
is initially 400% - 100% = 300%.

It might be concluded from the above discussion that a
means of step-changing the BVCO frequency by 4 must be
found in order to obtain error-free, smooth resolution
switching process; avoiding in such a way the interference
with the speed and position loops. Solution to the problem is
proposed hereafter, and applied on a 2882 [1] R/D converter.
Hardware details are given in Fig. 2.

The output of the PI block in Fig. 1 (the VCO IN
signal) is labeled as the INTEGOP pin of 2882 in Fig. 2. The
BVCO within the 2S82 R/D converter is a current controlled
device; that is, the frequency of the clock pulses varies with
the current supplied into the VCOIP input pin. Under
assumption that the INTEGOP output is at a constant value,
the BVCO pulse frequency is determined by the resistance
connected between the INTEGOP and the VCOIP pin. Step
change in the BVCO frequency might be obtained by
changing this resistance four times at the instants of the
resolution change. For this purpose, resistors Ry i, Rewa, Rswas
and Ry, are introduced in Fig. 2, along with associated
analog switches SW2, SW3, and SW4.

Analog switches SW2, SW3, and SW4 should be set
ON and OFF in function of the current resolution of the R/D
converter. To avoid transient response of the tracking loop
and reduce the risk of a large tracking error, equivalent
resistance should always change by the factor of 4. For 10-bit
resolution, all the analog switches should be OFF, and the
value of equivalent resistance between INTEGOP and
VCOIP pins is R, = Ry,;. Passing to 12-bit resolution, the
switch SW2 must close at the same instant when the code
signals SC1 and SC2 change to 12-bit status. Since R in this
state must be exactly 1/4 of the previous R, the value of
R..» might be found as Ry = 1/3 Ry In such a way,

equivalent resistance for the 12-bit resolution will be 1/4
R, Increasing further the resolution and passing from 12-
bit to 14-bit resolution, the switch SW2 remains closed, while
SW3 closes in exactly at the instant of the commutation on
SC1-SC2 pins. In order to get R. = 1/16 Ry, the value of R-
w3 must be exactly 1/12 Ry,;. Going further to 16-bit, the
analog switch SW4 must be turned on, and both SCI1 and
SC2 control signals must be driven to the logic 1 level at the
same time. Since the equivalent resolution in such case must
be 1/64 Ry, the value of Ry, is calculated as 1/48 Ry

The resolution change basically modifies the format of
the UP/DOWN counter. Hence, the effect of one BVCO
pulse expressed in terms of estimated position in [rad]
changes from 27/ 2'9 for 10-bit resolution to 21/ 2'° that we
have for 16-bit resolution. Potentially, this might change the
closed loop gain of the R/D tracking loop 64 times, and
significantly affect the position measurement accuracy and
dynamics. The tracking loop gain variation is avoided by
inserting Ryyi..Ryys and commutating the analog switches in
the prescribed way. Along with the resolution change
imposed by SC1-SC2 signals, the value of equivalent
resistance between the INTEGOP and VCOIP pins i8
changed four times; causing the same INTEGOP level to
provoke four times higher/lower BVCO frequency. In such a
way, considering the signal flow from the INTEGOP pin to
the counter, whatever the resolution the same level at the
INTEGOP pin will produce always the same rate of change
of the estimated position expressed in [rad/s]. Example: one
BVCO pulse affects the estimated position 4 times less at 12-
bit resolution that the same pulse when the resolution is 10-
bit; but the INTEGOP - VCOIP equivalent resistance is 4
times smaller at 12 bit resolution, and the same INTEGOP
voltage level makes BVCO count 4 times faster. As the
consequence, the bandwidth and dynamics of the tracking
loop does not change with the R/D resolution, the loop
performs always in the same way.

At hardware design stage, care must be taken to the
internal timing of the R/D device. Namely, after each BVCO
clocking pulse, the data contained in the counter change, and
the transition state may last 300-400 ns. During this interval,
the counter outputs invalid data that should not be used. For
this reason and due to internal R/D timing problems, the
resolution must not be changed during the transition interval.
Rather than that, the command for the resolution switching
should be issued during the time interval when the counter
data is stable. Even at the top (IMHz) BVCO frequency,
there are 600-700 ns left to perform the resolution change.

The R/D converter marks the transition intervals by
establishing high level at the BUSY pin (Fig. 2). In order to
ensure that the R/D resolution changes are performed at the
beginning of a “data stable” interval, flip-flops FF1 and FF2
are used. At their D inputs, the digital microcontroller outputs
the code for SC1 and SC2 lines. The new status of SC1 and
SC2 will determine the R/D resolution, as soon as FF1 and
FF2 latch the data. For that to happen, the digital
microcontroller must confirm the request by setting high the
LOAD NEW_SC line. Now, next falling edge of BUSY
signal will provoke a rising edge at the FF’s clock input, and
new values for SC1 and SC2 will appear at Q outputs. These
outputs will consequently set the status of SC1 and SC2 pins
of the R/D, and determine the state of SW2, SW3, and SW4
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analog switches. In the prescribed way, the resolution change
will begin when the transition period ends, and adverse
effects of switching during the transition will be avoided.
With the hardware prerequisites outlined above, the
R/D tracking loop will suffer no error due to on-line
resolution change, providing that components used in Fig. 2
are ideal ones. Some parasitic effects though, might provoke
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a small tracking error to occur at the switching instant, and
these are listed in section 5. The next section deals with the
software aspects of the resolution switching, and explains
when and how the SCI, SC2 and LOAD_NEW_SC

commands should be issued.
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Figure 2. On-line R/D resolution switching: Hardware modification

4. SOFTWARE IMPLEMENTATION

The basic requirements with respect to the counter
length N (that is, the resolution in terms of the number of
bits) are to use the maximum possible resolution, while
taking care not to exceed the BVCO maximum frequency.
Basic rules might be inferred from the relation that connects
the shaft speed and the BVCO frequency: Ou.x[rps] = fax
[Hz] / 2~. When the shaft speed is in a decline, the BVOC
frequency will reduce as well. For values fgvco < 0.25 fhax

the resolution might be increased. Setting the next higher
resolution in such a situation, the BVCO frequency will
increase by a factor of 4. Since the previous value was fgvco
< 0.25 fuax the change will not pass over the BVCO top
frequency, and the integrity of the position measuring system
will be preserved.

During the acceleration phase of the drive, the shaft
speed will increase along with the BVCO pulse frequency.
When coming close to the top BVCO frequency, the R/D
resolution must be decreased to the next lower value, in order
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to allow for further shaft speed rise. The resolution drop will
divide the by 4, making continued acceleration
possible.

Decision on when and how to change the R/D
resolution is made by the digital controller. Thresholds might
be determined in terms of the shaft speed, or alternatively
judged from the BVCO frequency. If the shaft speed were to
determine the switching, a set of 6 thresholds would be
necessary. For 12- and 14- bits both the upper and the lower
limit would be necessary, while the minimum 10-bit and the
maximum 16-bit resolutions will need only one threshold:
lower (10-bit) and upper (16-bit).

Deriving the switching instants from the frequency of
the BVCO pulses is natural choice, and much simpler to
implement. It is sufficient to count the BVCO pulses,
measuring in such a way the frequency. Only two limits have
to be established: the minimum frequency (below which the
resolution will be increased) and the maximum frequency
(above which the resolution should be decreased).

The action of the digital controller consist in keeping
the LOAD_NEW_SC signal in a passive state until the
moment when the resolution change is required. At the
instant of change, the lines SC1_COMMAND and
SC2_COMMAND must be set first. Following that action,
the LOAD signal should go into its active state, and remain
active until at least on BUSY period passes; making sure in
such a way that the flip flips latch the data.

5. PARASITIC PHENOMENA AND REMEDIES

fI‘BVCO

Previous discussion assumed a linear relation between
the BVCO input current and its output frequency. This
linearity is essential for the proper operation of the proposed
method. Namely, since each resolution change calls for a
BVCO frequency change by a factor of 4, we designed the
hardware in such a way that the change of the BVCO input
current is ensured to be correct (that is, the BVCO input
current will also change by a factor of 4). Now, if the BVCO
input/output characteristics is linear, its output frequency will
perform accordingly. Any error in the BVCO linearity will
cause the pulse frequency to change at the instant of
resolution switching by a factor higher or lower that 4. As a
consequence, as explained above, the switching cause the
tracking error and the transient response of the tracking loop.
In order to avoid this problem, the switching thresholds (in
terms of the BVCO pulse frequency) should be chosen in
such a way that the corresponding points on the BVCO_IN /
BVCO_OUT characteristics have the same ratio between the
BVCO input current and the corresponding BVCO output
frequency.

Special care should be taken in selecting the bipolar
transistors Q1 and Q2 in Fig. 2, used for level-shifting the
TTL signals up to the 12 V logic level; as well as their
polarization resistors R, and Ry. Namely, the turn-on delay
must be longer or equal to their turn-off delay; and that might
be obtained by choosing the pull-up resistors, Ry, and R,.
Having the turn-on delay longer, any transition on SCI and
SC2 pins of the R/D such as 10 => 01 will pass through the
11 state. Notice that the same transition will pass through the
00 state, providing that the turn-on is faster than turn-off. Due
to the internal logic of the 2S82 R/D converter, it is essential
to avoid passing through the 00 state. More specifically, 10
=> (] and 01 => 10 transitions correspond to the resolution
change from 12 to 14 and vice versa. If transition passes
shortly through the 0C state (that corresponds to the 10-bit
resolution), the R/D converter will reset those counter bits
that are not being used by the 10-bit resolution configuration.
There are two bits that are being used by the 12- and 14-bit
resolution, and not being used by 10-bit resolution. Hence, a
short 00 interval will reset these bits and damage the data in
the counter. In turn, the tracking loop will exhibit a transient
response, attempting to correct the error. Having Trurn.on <
Trurn_ore Will  completely eliminate the risk of generating
the tracking error.

6. CONCLUSION

The paper proposes a software-based, simple to
implement method of increasing the resolution of position
feedback signal in an environment of the servo drive with
electromagnetic resolver and the resolver-to-digital converter.
The method requires minor hardware modifications that do
not involve expensive parts and do not increase the hardware
cost. Experimental verification shows and increase of the
speed loop performance parameters by roughly 25%. The
method is build into the series-produced DBMO3 line of
digital multiaxes servoamplifiers where it showed an
excellent performance.
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METHODS OF POWER DISTRIBUTION NETWORK HARMONICS REDUCTION
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Abstract: Harmonics in distribution network present a
serious threat to linear loads and especially to
microprocessor-based ones, which are sensitive to voltage
waveform distortion. In the paper, the methods for
harmonics level reduction using standard solutions and
the new ones are overviewed. The modern trend is

application of more and more active electronics
components, which leads to cost decrease and
improvement of  power conditioning devices
characteristics.

Keywords: Harmonics, Distribution Network, and
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1. INTRODUCTION

Digital electronics devices, microprocessor based
systems, PC computers, main frame computers, PLC
controllers, process equipment in industry and other
devices manufactured as a result of rapid development and
spreading of microprocessors and digital electronics, have
very strict demands toward power quality. Existing power
supply systems and particularly power distribution
network have been developed at a time when those loads
had not existed and when certain deviation from nominal
values could be much more easily tolerated, i.e. is a time
when loads where designed to be immune to large number
of disturbances. The result of this contrast is increase of
complains on poor power supply over last decade and even
court accusation and trials due to lost production and poor
product quality. That is the reason why engineers in power
supply companies turned with a great care to power quality
issues - power quality of power supply as well as to power
quality of supplied power. One of the most important
power quality parameters is harmonics [1].

Higher or lower percentage of harmonics is
constantly present in network voltage or current wave-
shapes. However, in certain moment they may become a
problem. It happens if harmonic source is too strong or if
harmonic path is too long or if system response leads to
harmonics amplification (resonance). To reduce harmonics
several possible solution are known:

1. Reduction of harmonic currents effects — by
conncting transformer windings in A/Y, increasing the
rectifier’s pulse number e.t.c.

2. Network reconfiguration — by increasing short
circuit power (Sy.), separate supply line, connection at
higher voltage level e.t.c.

3. Compensation unit reconstruction — changing the

system resonant frequency,

Application of passive harmonic filters
Application of active harmonic filters

W

Apart from these methods, new solutions based on
active electronic components are proposed in recent
references. These solutions become attractive as costs of
electronics devices have constant decreasing trend.

The paper presents an overview of certain number of
methods for harmonics reduction, which are applicable
primarily to large loads, industrial drives and similar.

2. REDUCTION OF HARMONIC CURRENTS
EFFECTS

Reduction of harmonic currents usually means changing the
working procedures of operation of the harmonic generated
drives. Such approach is difficult to realize, as it can influence
the whole production process, i.e. it possible only in the
designing stage. However, some effects can be achieved by
interventions in the circuit of non-linear load and rectifier
transformer [2].

The simplest solution is changing of rectifier transformer
windings connection. Connection of primary winding into delta,
blocks of all harmonics multiple of 3, so the lowest dominant
harmonics became the 5™ and the 7" But, it leads to increase of
transformer losses, which should be taken into account during
transformer design. Today, all rectifier transformers are A/Y
connected.

Increasing the number of pulses of AC/DC converters,
which are used in the controlled DC drives, the dominant
harmonics can be moved toward higher orders. The effect of 12-
pulse rectifier, where dominant harmonics are the 11" and the
13“1, and where characteristic harmonics of the 6-pulse rectifier
are eliminated (the 5" and the 7™), is obtained by connecting
two 6-pulse AC/DC converters and additional transformer
secondary winding. If one secondary winding connected into
star supply the first 6-pulse rectifier and if the second secondary
winding is connected into delta, supply the second 6-pulse
rectifier, their series connection leads to the 12-pulse rectifier
effect. Such AC/DC converter type is convenient for industrial
drives, as it is much easier to realize than filter equipment
installation. It is especially suitable for rectifier/inverter
installation in high voltage DC (HVDC) power transmission.
Fig. 1 represents input current waveform and its spectrum,
where result of shifting dominant harmonics can be seen.
However, voltage waveform, shown in Fig.2, has more
commutation dips, which can influence the operation of control
circuits.

3. NETWORK RECONFIGURATION

Non-linear load coupling to the higher power grid also
reduces harmonics. Such grids have lower internal impedance,
so voltage drop due to harmonics is lower. A connection to the
higher voltage level or to the separate medium voltage line is
also applicable.

These solutions are necessary for electric drives, which are
known as large non-linear loads and sources of harmonics or
other disturbances.

The well-known case is installation of the electric arc
furnaces, which is supplied either from the separate medium
voltage transformer grid (for example 35/10kV), or directly
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from high voltage (110 kV). A detailed analysis is needed
if one of these solutions is planned. Especially important
factor is the rate between short circuit power of connection
grid Sy and short circuit power of furnace transformer Sr.
If this rate is high enough, the negative effects-are smaller
and present no threat to the network and other loads. It is
considered that in case of middle power furnaces (5-
30MVA), such rate should be Sy/St > 60-100. In other
case, negative effects can be expected (flicker). If Sx/St <
30 the flicker becomes intolerable, as well as harmonics
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Fig. 1 — Network current of 12-pulse rectifier —
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Fig. 2 — Voltage waveforms of 12-pulse rectifier.
Example 1: Foundry of »Cer« factory in Catak is
supplied from medium voltage transformer 35/10 kV,
which is connected to the public network with separate
cable. One electric-arc furnace of 1.5 t is situated in
foundry, and it is over a furnace transformer 10/0.18 kV,
S;=12 MVA connected to the previously mentioned

transformer. Measurement of current harmonics have shown
extremely high harmonics levels at furnace transformer primary
winding. Fig. 3 shows measurement results of current harmonics
of phase »S« [4]. It can be seen that harmonics are above IEEE-
510 limits for such a load class. However, simultaneous
measurement of voltage harmonics at 10 kV PCC, have shown
that there is no significant distortion. Fig. 4 presents
measurement results of voltage harmonics. It can be seen that all
harmonics values are below 2%, which is 4 times lower than
maximum allowed value. Therefore, the medium voltage
transformer is well designed, with short circuit power high
enough, ie. low enough internal impedance, so that high
harmonic currents do not provoke significant voltage harmonics.

Example 2: Factory of cardboard wrapping »Lepenka«
in Novi Knezevac has long continuous production line (about
120 m) for cardboard production, a special paper material used
for cardboard boxes in transport wrapping. The production line
is driven by several controlled electric drives, which generates
significant current distortion into network. The 5th and other
harmonic levels are significant, so that total harmonic distortion
exceeds defined limits (Fig. 5) [5]. The designers of the plant,
having known such problems, have connected the supply of the
drive to 20 kV grid at medium voltage substation 110/20 kV. In
that way they ensured that other loads are supplied from
different grid and by way that protected from harmonics. Fig. 6
shows measurement results of voltage harmonics at the same
grid. It can be seen that all THDU values are below 3%, which
is 2.5 times lower than maximum allowed value (8%0).
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Fig. 3 — Current harmonics of electric-arc furnace -
measurement results.
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4, COMPENSATION UNIT
RECONSTRUCTION

Change of resonant frequency of the network is
necessary when in system or at load side exists a
compensation units for reactive power compensation. The
resonant frequency of network is often near frequency of
characteristic harmonics, so negative effects can appear.
Changing the size of capacitor banks, adding series
impedance, connecting capacitors at another grid or simply
abandon capacitors (but paying the price of reactive
energy) are possible solutions to the problem.

TS LEPENKA - N.Knezevac, 20 kV, 14-21.08.95.
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Fig. 5 — Complex electric drives THD current
harmonics measurement results.
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Fig. 6 — Complex electric drives THD voltage harmonics
measurement resulls.

Example 3: In a mill there are two large AC/DC
converter units — a 12-pulse (5184 kVA) and a 6-puise
(3700 kVA), several other loads and capacitor bank (3000
kVAr) connected at the same grid [6]. Several problems
are notified in internal power network:

1) blowing the fuses of capacitor bank and damages of
capacitor’s frame
2) frequent motor failure
3) low accuracy of measurement instruments
4) communication problems (telecommand signals)
e.t.c.

Harmonic measurement has been performed at
high-voltage side of 6-pulse rectifier transformer and at
capacitor bank connection to investigate above problems.
High values of the 7" harmonics of voltage have been

recorded at transformer site - HDU=40%, THDU=107.7%,
while high value of the 7" harmonic of current during capacitor
site measurement - HDI;=135%, THDI=170.7%. This provokes
increase of capacitor current up to 36% of nominal. The
engineers concluded that resonance conditions exists with
capacitor bank and that resonant frequency is near the 7"
harmonics. A temporary solution is found in decreasing the
number of capacitors in the bank in order to shift resonance
frequency away of 7™ harmonic. The solution proved to be
successful as the value of the current 7" harmonic decrease to
HDI;=15.5%, total harmonic distortion to THDI=114%, but on
the other hand, the 9™ harmonic increase from HDIg=0.9% to
HDIy=19.6%, while the 11" increase from HDI;=13.8% to
HDI”:454%

Example 4: In tires factory “Tigar” from Pirot a
production line is driven by large DC drive. During operation a
failure at capacitor bank reactive power generation unit
occurred. The failure was so heavy that the buming fire
emerged, damaging not only the capacitors but several grids of
transformer station TS “Tigar 1” too. Harmonics measurement
were performed afterwards, with compensation unit
disconnected. The results are presented in Fig. 7. A high value
of the 5" and the 7" harmonics can be observed. So it is justified
to assume that the cause of the failure was resonance of
capacitor bank and DC drive harmonics. Based on measurement
results, the engineers in the “Tigar” factory have built the filter-
compensation unit. This solution is still in test stage and positive
effects are to be reported.

TS 10/0,4 kV TIGAR 1, Pirot, Nov.99.
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Fig. 7 — Statistical voltage spectrum at PCC of industrial
transformer substation at “Tigar”, Pirot industrial plant.

5. HARMONIC FILTERS

Nonlinear loads generate distorted current wave shapes,
which can provoke significant negative effects on network and
other loads. Therefore it is necessary to eliminate or diminish
distortion level. Filters present the units where clensing of
voltage and current wave shapes take place. The aim of filter
application is to establish low impedance path for current
harmonics and therefore prevent their spreading into network.

For that reason, filters are usually connected in parallel to
the load - parallel filters. They consist of a capacitor with added
inductance. The resonant frequency of the filter is always
designed to be somewhat lower than the frequency of the lowest
dominant harmonic. In such a way, it is provided that the filter
operates correctly even in cases of oscillation of capacitor
parameters due to temperature changes.
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Another possibility is that filters are connected in series
to the load - series filter. The aim is that they represent
high impedance for harmonic currents and in that way
block their flow into the network. A problem is that the
filter components must withstand the full load current,
including harmonics, which makes filter costly and of
large size. In telecommunication application such problem
is not so significant, as low power signals are in concern.
In distribution network, economy concern is important, So
application of series filters is rare.

Above-mentioned filters are called passive, while the
new realization are called active. Active filters are in fact
power electronic converters, which are designed in such a
way to compensate harmonics. These filters enable “clean”
sinusoidal current and unity power factor [7]. More
complex configurations enable prevention of all power
quality disturbances — Universal Power Quality
Conditioning Systems [8].

In the paper only fundamentals of filters will be
presented, as more detailed texts are already available —
about passive filters in [9,10], and about active filters in
[7,8,11].

5.1 Passive filters

Passive filters can be series or parallel. They consist of
passive components, which are carefully selected to fulfill
above-mentioned goals. As stated above, the series filters
are rarely applied, as they have to carry full load current.
Parallel filters are designed in different complexity
depending to desired level of filtration:

L. single-tuned filters
2. double-tuned filters
3 damped filters

5.1.1 Single-tuned filters

Single-tuned filter is the simplest filter, which is used
to eliminate single dominant harmonic (most frequently
the 5" or the 7™). It consists of series connection of C, L
and R (Fig. 8.a). Filter component are calculated in such a
way that filter has sharp frequency characteristics
conceming resonance frequency, i.e. maximum cutting of
undesired harmonic order. The measure of filter quality is
called Q factor. It is defined as rate of reactive to active
component:

X, 1
. X():a)n[‘:_: —é ’ a)n :—‘I_ (1)
R wC \C JLC

where w, is resonant frequency of the filter and R, L & C
are passive filter components from Fig.8.a. Quality factor
is usually between 50 and 150.

The deviation of frequency from resonant one is
defined as:

5=9-0, ®
1)

H

Now, relations for filter components are:
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3)
and equivalent impedance of filter is:

2+6
1+6
Fig.9 represent the frequency characteristic in case of filter

application for eliminating the 5™ harmonic (f;=250Hz, R=4.2
Q, C=1.96uF, L=210 mH).
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5.1.2 Double-tuned filters
Three-phase bridge rectifier (6 pulse) generates harmonics in
pairs (n=kp*1, k=1,2,..., p=6), so it is necessary to connect two
single-tuned filter to eliminate the 5" and the 7™ harmonics.
However, more convenient solution can be application of the
double-tuned filter.

Tg}

Fig. 8 — Single-tuned (a) and double-tuned (b) harmonic filters.
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Fig. 9 — Single-tuned filter frequency response.

Double-tuned filter is a complex filter, which consists of 4
reactive components and has 2 resonant frequencies. It is
combination of series and parallel connection of C, L and R
passive components (Fig. 8.b). Its advantages are in lower losses
and in lower voltage stresses of components. Such filter is
applied for harmonics filtering in system for HVDC
transmission between France and United Kingdom (Cross
Channel Power Link) in the city of Echinghen [12]. Following
components rates have been applied: R;=4.2 Q, R,=1.656 Q,
Ry;=2.11 Q, C;=1.51pF, C;=12.08 pF, L;=208 mH, L,=24 mH.



46 ELECTRONICS, VOL. 6, NO.2, DECEMBER 2002

Fig.10 presents frequency characteristic of filter
impedance. The minimums at the 5 5™ and the 7" harmonic
order are clearly visible.
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Fig. 10 — Double-tuned filter frequency response []2]

5.1.3 Damped fiiters

Damped-filters are used for eliminating harmonics of
higher order (for example 11™ and higher), usually in
combination with single-tuned or double-tuned filters.
Damped filters of the first, the second and the third order
and ¢ type filter are distinguished. Fig.11 presents all this
filter schemes. It can be seen that they consists of one, two
or three reactive components, which enables reduction of
active losses and lower components ratings.

I T 11
i1

(a) (®) (©) (@

Fig. 11— Damped filters: first (a), second (b) and third (c)
order, and ¢ tvpe (d).

The simplest damped filter is filter of the first order,
which consists of R and C component. However, it is
rarely in use as it demands large capacitor and have losses
at fundamental frequency. The best characteristic has the
filter of the second order, although losses at fundamental
frequency are greater than of the filter of the third order.
Optimum solution is C-type filter, which has lower losses ,
but it is slightly more sensitive to changing of parameters.

Although passive filters are of simple construction,
reliable and not so costly, they have significant drawbacks.
In modern controlled electric drives and sophisticated non-
linear loads, their application is not efficient. They often
provoke parallel resonance or over-compensation on
fundamental frequency. More, they are not flexible enough
for modern dynamic compensation of different harmonics.

5.2 Active filters

Active filters present up-to-date solution for harmonics
elimination. They do not have disadvantages of passive filters,
and specific feature is quick adaptation to dynamics of operation
of load and network, possibility to compensate several
harmonics at the same time, and also to solve other power
quality problems (flicker, voltage deviations e.t.c.).

The active filters are based on idea that distorted current
wave shapes can be compensated by generating the similarly
distorted wave shapes, but with opposite phase angle, so that
original distortion is annulled. Active filters eliminate voltage
distortion by adding or subtracting certain amount of voltage.
Such task demands swift response and active operation of filter
circuit, which is impossible to solve with passive components.
For that reason active filters are developed with PWM
converters, i.e. current and voltage PWM inverters. Current
inverters are operated as source of non-sinusoidal current to be
able to compensate current distortion generated by non-linear
load. Voltage PWM inverter is more convenient solution, as it is
lighter, cheaper and expandable to more functions. It is
connected via inductance to network, and on DC side a
capacitor ensures constant voltage.

Different classifications of active filters are possible. Most
frequently they are divided to shunt, series and hybrid. Fig.12
shows block schemes of all three configurations.

6. SPECIAL CONTRACTS AND HARMONIC
PRICING

Administrative or economical approach, as a special way of
dealing with harmonics is developing in the last decade. Special
contracts and harmonic pricing act unstimulating to excessive
harmonic generation. For example in France a special type of
contract has been developed. It is called “Emeraude” and
offered to customers. It represents a collection of technical
regulation rules and obligations of power supply company and
consumer, all aiming to maintain certain power quality level.
The results of contract application, which is published by the
EDF, show that there was no violation of the contract at 99% of
medium voltage level consumers. On the other hand a $150,000
worth compensation money is given, most frequently due to
short interruptions. The new version of contract is published in
1993, by which a lower number of interruptions are stipulated
and in 1998 revision is done, by which voltage sags are included
into the contract.

The latest research are directed not only to detect existing
situation, but to enable prediction and to give answer to the
question — what are the costs of poor power quality (harmonic
losses) and how to charge customers with large non-linear loads
for polluting network with harmonics [13]. Methods of
harmonic costs rating are of interest. Results of survey shows
that 46% of power supply companies have intention to
additionally charge for harmonics and flicker generation, 40%
to charge for harmonics as additional apparent power (kVA),
while others the duration (time) of pollution. Apart of this, the
methods of measurement and methods of harmonic statement
are not harmonized.
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7. NEW SOLUTIONS

Growing demands for application of modern high
performance electric drives, which means use of induction
or synchronous motors, leads to development of complex
control algorithms and use of power electronics converters
in two stages. At the network side is AC/DC converter,
while on the motor side is DC/AC converter. Such
complex device is a non-linear load to the network and
represents the source of current harmonics and poor power
quality. IEC and IEEE harmonic standards put severe
conditions for connection such loads to the public grid —
use of filters or some of above-mentioned methods.

However, such methods are costly and require action in the
transmission network or distribution transformers. Therefore,
research teams are looking for new solutions, which will
maintain high operational performance and at the same time
satisfy harsh harmonic standards. Constant dropping of
electronic component prices and improving their characteristics,
as well as much better performances of microprocessors and
digital signal processors are leading the researches to implement
more complex control algorithms and converters schemes. New
solutions are looking in development electronics blocks and
software, which is different from previous practice described
above. Three directions can be distinguished:
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Fig. 12 — Active power filters topologies: a) Shunt, b) Series, c) Hybrid.

1. AC/DC converter transformation

2. Active filter application

3. Development of universal systems for power quality
correction

The second point has been already explained above,
while the solutions for the AC/DC converter
transformation and universal systems for power quality
correction have been researched in Serbia and will be
shortly described next.

7.1 AC/DC converter transformation
AC/DC converter transformation means certain
reconfiguration in converter scheme or method of control
in order to decrease negative effects on network. Several
solutions are possible:

1. Pulse number increase
2. Application of fast switching electronics components
instead of thyristors (bipolar transistor, MOSFET or

IGBT) controlled by a PWM techniques — PWM AC/DC
converters
3. Application additional current injection circuits

Pulse number increase means more complex AC/DC
converter and its control, but also more complex converter
transformer too. In section 2 of this paper it is written about
effects and advantages of this solution.

The PWM AC/DC converter applied on AC side of two
stages frequency converter, enables unity power factor,
reversible energy flow and simple filtering of harmonics. High
switching frequency as well as proper PWM technique or
control algorithm, enables shifting of spectrum components to
higher orders, where there is no restriction (harmonic orders
above the 100™) or to orders where simple LC can be
economically applied. In second case, low costs and size are
enabled by already developed algorithm for filter components
minimization in different operating conditions. The author has
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devoted many papers to such solution, but limited length
of this paper does not permit detailed explanation
[1,14,15]. The solution is suitable for high power drives,
where effect of energy returning to network is worthwhile,
and where high performances are demanded.

Application of additional circuits for current
injection in order to modify uncontrolled (diode) rectifiers,
both single-phase and three-phase ones, has been
developed to obtain unity power factor and the lowest
possible harmonic distortion of input current. As very
cheep, uncontrolled and with near unity power factor diode
rectifiers are popular for input stage of low and medium
power supplies. The basic idea of the method lies in
intervention during period when input current is zero.
These periods can be easily observed in the Fig.13, where
current and voltage wave-shapes of single-phase rectifier
are shown. During these periods a special circuits inject
the current in that way to improve power factor and
harmonic content [16]. The injection circuit consists of
passive components (low power transformer and a LC
circuit), and some active ones. Application of injection
circuit is more convenient at three-phase rectifiers as
results show that total harmonic distortion of input current
can be decreased to THDI < 7%, and that power factor can
be practically 1 (measured value was 0.993).

7.2 Universal power quality conditioning

system
The latest research results are aiming not only to
minimize the harmonics, but to decrease other voltage

ELECTRONICS, VOL. 6, NO.2, DECEMBER 2002

distortions too (flicker, unbalance, voltage sags and swells, short
interruptions and so on) [8,11]. Such device is called Universal
power quality conditioning system - UPQCS and represents a
combination of parallel (shunt) active filter, series active filter
and active AC/DC converter. The block scheme of the device is
given in the Fig.14. AR stands for active AC/DC converter. It
role is to enable and control the power transfer from and to
common DC grid. Serial filter (SF) eliminate voltage harmonics,
flicker, voltage sags and swells, unbalance and represent high
impedance for current harmonics, which flow through parallel
filter. Parallel filter (PF) minimize current harmonics, generated
by non-linear load, and improve power factor.

At this moment such devices are not commercially applied,
so results of their application can be observed only by
simulation and laboratory experiments. Fig.15 represent an
example of UPQCS operation in case of network voltage sag,
obtained by measurement at laboratory prototype [8,11]. It can
be seen that response to the network voltage sag (Fig.15-up) is
swift and that the operation of load is not affected with the sag
(Fig.15 — down).

Both new solutions feature more widely use of active
electronics components. Such approach enables easy
improvement of device characteristics, application of powerful
control algorithms and at the same time use of constant
electronic prices dropping privilege.
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Fig. 13 — Network (input) voltage and current waveforms of single-phase rectifiers.
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8. CONCLUSION

In the paper an overview of harmonic reduction
methods is presented. Several standard methods are
discussed (reduction of harmonic current effects, network
reconfiguration, compensation units reconstruction,
application of passive and active filters), which usually
demands large and  costly actions.  Special
recommendations, standards and contracts are also
discussed, whose effects can be seen only after long and
strict application. New trends are based on wider
application of active electronic components, like special
modifications of AC/DC converters, application of fast
switching components, application of circuits for current
injection and solution using Universal Power Quality
Conditioning System. Such approach leads to performance
improvements, applications of better control algorithms
and constant decrease of device costs.
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