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THIRTY YEARS OF SYMPOSIUM  
Vladan Vučković, "Nikola Tesla" Institute, Belgrade, SERBIA AND MONTENEGRO 

 
 

Thirty years ago, more precisely in June 1973, first 
symposium on power electronics in our country was held in 
the organization of Institute “Nikola Tesla” from Belgrade 
and Serbian Academy of Sciences and Arts. The event took 
place in Belgrade, in the building of Academy, in Knez 
Mihajlova street. 

Many scientific, expert, educational and production 
centres in former Yugoslavia showed interest, already at the 
first symposium, for gatherings of this kind. Next reunion was 
held in two years, again in Belgrade, but since that time, as 
suggested by the colleagues from Croatia, Slovenia, and 
Bosnia and Herzegovina, it was planned for the event to take 
place each time in some other Yugoslav city, under the same 
name, symbols and attributes. Thus Third symposium took 
place in 1978, in Zagreb, in the organization of that time 
second biggest research centre, after the Institute “Nikola 
Tesla” in Belgrade, electrical engineering institute “Rade 
Končar”, supported by the Yugoslav Academy of Sciences and 
Arts, and in cooperation with School of Electrical Engineering 
in Zagreb. Fourth symposium was in Sarajevo in 1981, where 
organizers were School of Electrical Engineering and 
“Energoinvest” company, Fifth symposium took place in 
Ljubljana in 1984, co-sponsored by “Iskra”, School of 
Engineering in Ljubljana, “Elektrotehniška zveza” and in very 
close cooperation with School of Engineering in Maribor, and 
Sixth symposium took place in Subotica, in 1986, supported of 
“Sever” company and Institute of Power Engineering and 
Electronics of the Faculty of Technical Sciences in Novi Sad. 
All the events were supervised by the Counsel made of all 
Academies of Sciences and Arts of former Yugoslavia, so 
besides Serbian Academy from Belgrade and Yugoslav 
Academy in Zagreb, academies in Ljubljana and Sarajevo 
should also be mentioned as active participants and organizers. 

Tour de Yugoslavie ended in October 1988, in 
Belgrade, at Sava Centre, where Seventh symposium in the 
organization of founders and organizers of first 
symposiums 15 years earlier, took place. At the time 
nobody could imagine it will be the last event after many 
years. New round of symposiums was planned to start in the 
same order, followed by the preparations organized by 
colleagues in Zagreb, for spring 1991. War conflict which soon 
broke out, was not the reason which obstructed the prolongation 
of this tradition. Conference was simply postponed for some 
other reasons. "Rade Končar" factory found itself in the middle 
of profound reorganization (usually called “transition”, the 
newly introduced expression), and it’s Institute, which hosted 
some of the major founders of the organization, started to fall 
apart. Some ideas and negotiations put an effort for the event to 
take place in Sarajevo, which at the time, though it seems 
strange and unbelievable today, was a safe place. After some 
time, many colleagues we used to work together at this, found 
themselves on the other side, unaccessible to us. 

At initial meeting of the Institute for Power 
Engineering and Electronics, in January 1995, we had a 
dilemma whether we should go on and continue without 

these people. As is evident today, desire to continue with the 
tradition prevailed, since these reunions started here and were 
violently interrupted at the same place. We continued with 
the eighth symposium, and here we are after eight years at 
the twelvth. 

At the first symposium of the new round in autumn 
1995, the number of participants was significantly decreased 
compared to the previous one, held in Sava Centre in 1988, 
in former big Yugoslavia. Number of papers decreased from 
109 to only 79. However, thanks to the participance of 
foreign guests, that number was continuously increasing, 
reaching the amount of sent papers at 11th symposium in 
2001, of 107 submitted works. That encouraged us to 
establish our reunion as an international event, what we also 
had in mind at our last meeting, while still together in 1988. 
At last symposium 45% of the papers were from abroad, 
coming from 16 countries. English language, together with 
Serbian, was introduced as official, and the program board 
was expanded by renowned foreign experts. Domestic 
authors were advised to write and send their papers in 
English, what resulted in 55% of all papers submitted, being 
sent in that language. 

Further innovations introduced were possibilities for 
improved and more efficient correspondence and publishing. 
Papers were initially sent on floppy diskettes, and later by e-
mail. Proceedings and other printed publications were copied 
to compact-disks (CD) which each participant received 
together with conference program. However, proceedings exist 
in both printed and electronic form. We also went out to the 
internet, with updated information accessible from any part of 
the world. Recently, our previous sponsors Serbian Academy 
of Sciences and Arts and Ministry for Science and Technology 
of Republic of Serbia were accompanied by the American 
institute IEEE (Yugoslav Joint Chapter). 

*** 
Power electronics, as a scientific and technological 

field, was accepted in our country soon after its appearance 
in the world. Petar Miljanić, at the time researcher at the 
“Nikola Tesla” Institute in Belgrade, came out on 31 
January, 1961 with his patent of subsynchronous (or 
Scherbius) cascade for induction motor speed control using 
thyristor inverter in the rotor circuit, later named 
throughpass inverter. Two years later, during his stay at 
NRC Institute in Canada, he made first experimental 
cascade, while the description of that pioneer work, with 
initial theoretical fundaments, were published in IEEE 
Transactions in 1965, and is still quoted in literature. First 
thyristor in the form of screw with unusual head, which he 
brought to Belgrade in 1962, motivated researchers at 
“Nikola Tesla” Institute to start reflecting on substitution of 
magnetic amplifiers, at the time, with these little devices. 
Research study, on semiconductor application in drives 
based on induction motor was conducted at the Institute 
already in 1965, and in 1966 were made first controlled 
rectifiers for accumulator loading and parallel operation 
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with consumers, based on thyristor use. The same year was 
designed at the Institute, first subsynchronous cascade with 
thyristor inverter for induction motor of 3.5 kW power, and 
two years later a series of these devices were made, 
reaching the power of 125 kW, which was constructed and 
implanted in “Prva petoletka” in Trstenik, serving the 
purpose of pump testing, being produced in this company. 
Among the merits of the Institute was also their role in 
estimation of Soviet project for the plant system of six large 
synchronous 200 kVA generators, at new hydro plant on 
Đerdap in  1968, forcing Soviet distributors to remodel 
entire plant system project, which was previously based at 
mercury rectifiers, and incorporate thyristor rectifiers. First 
3-phase thyristor inverter of bigger power (60 kVA), within 
the system rectifier-inverter, was made and put into 
operation by the “Nikola Tesla” Institute in the Federal 
Bureau of Statistics in 1968, as their original and proper 
solution, and first complete system for continous supply 
(UPS) was designed by the same Institute at the Dispatcher 
Centre in Belgrade, in 1970, also as a result of their own 
research.  In 1989 Slovenian company "Iskra" with the 
licence of "Nikola Tesla" Institute, made and delivered 
dozens of 250kVA large systems for continous supply 
(UPS), intended for power dispatcher centres in our country 
and in Soviet Union. 

This belgradian Institute was the only research centre 
in the country for the long time. At the time, "Rade Končar" 
factory was in the middle of opening their plant for the 
production of controlled rectifiers based on mercury. Moved 
by the worldwide development, they have soon introduced 
thyristor technology, but pursuing somewhat different 
approach: instead of designing their own solutions, mostly 
they were buying complete thyristor equipment from abroad 
and incorporating into their regulation systems. At first 
symposium on power electronics in Belgrade, in 1973, the 
researchers from this factory submitted papers on their new 
systems for continous supply, electrical drives for DC 
current, plant systems etc. For that occasion, we received 
several papers from the faculty in Ljubljana, Slovenia, which 
dealt on the development of new technology. In the 
upcoming years appears the designer and company “Iskra” 
from Novo Mesto with licensed thyristor rectifiers. The 
period until the end of seventies was marked by the presence 
of some significant manufacturers, like “Energoinvest” from 
Sarajevo, “Uljanik” from Pula, “Sever” from Subotica and 
others, but most of them working with licenses of foreign 
companies AEG, Siemens, ASEA, BBC etc. and with very 
little original research work. That expansion was evident 
from the migration of our symposium on power electronics 
from Belgrade to Zagreb, later to Sarajevo, Ljubljana and 
Subotica. 

Concerning the university courses at the time, 
Vladan Vučković was teaching magnetic amplifiers as an 
optional course. In 1965 he substituted content devoted 
exclusively to transductors, amplistates and other devices 
which based their operation on magnetic saturation, with 
materials on thyristors and semiconductor converters. Ilija 
Volčkov was teaching optional course named “Mutators”, 
on converter technology. In the regular curriculum power 
electronics appeared in 1976 with the course “Power 

converters”, initiated and tought during many years by 
Petar Miljanić. Vučković initiated and tought courses in 
power electronics at the faculty of electronics in Niš, 
starting from 1977, and later since 1981, at the Faculty of 
technical sciences in Novi Sad. 

*** 
Usually, as the beginning of the power electronics era, 

is considered the appearance of silicon controlled rectifiers 
(SCR), later named thyristors, produced by the end of the 
fifties in the laboratories of American company “General 
Electric”. In the next several years, these semiconductor 
devices made a true revolution in the development of 
rectifiers, inverters, frequency converters, and in electric 
energy converting technology in general, similar to the one 
made by transistors in information technology. Easiness and 
speed of control, significantly decreased loss, high reliability 
and longer lifetime of these electric current ventiles caused a 
massive breakthrough of converting technology into industry 
and into other aspects of production and research. At present 
time, thanks to the integration with information technology 
(based at transistors, integrated circuits and microprocessors) 
and automation theory, a series of power devices with 
advanced characteristics was made. 

Nevertheless, as far as theory and application of 
power converters (rectifiers, inverters, etc.) is concerned, the 
invention of four-layered semiconductor ventiles presents a 
quantitave progress, significant enough to introduce a new 
notion of quality. Various configurations e.d. schemes, 
methods of control, commutation principles, and theory of 
power converters in general were elaborated and known 
decades earlier. Controllable ventiles in the form of mercury 
rectifiers with the net, tiratrons, ignitrons, excitrons and other 
so-called ionic devices, were different, similar to the use of 
electronic tubes in the field of information and 
telecommunication electronics. In 1930, AEG company made 
a so-called controlled tiratron motor at the power of 500 kW. 
Energy for the supply of metro and locomotions was 
conveyed through large mercury based rectifiers, and from 
Volgograd to Siberia was realized a remote high power DC 
transmission, which encompassed not only powerful high-
voltage rectifiers, but inverters as well. Semiconductor 
ventiles are modern contactless fast switches, with 
ignificantly improved quantitative characteristics. It is not 
irrelevant whether ventile voltage in the permeable state is 
20V or 1V, whether for the ventile transition into permeable 
state 100 mW or 10 W is enough, is the ventile recuperation 
time after turn-off several hundred miliseconds or several 
microseconds, and is the ventile lifetime around two years or 
it is practically infinite. 

Seen from this aspect, term power electronics could 
have been used for earlier, ionic technology, as well. At the 
time electronics (frequently called low-current   technology, 
according to German expression Schwachstromtechnik), as a 
branch of electrical engineering dealing with signal control 
(in its general meaning), had as its basic element for device 
realization electronic tubes, triods, pentodes, etc. – similar to 
power engineering (or high current technique, according to 
German expression Starkstromtechnik), as a branch dealing 
with energy control had on disposal ionic tubes for high 
current interception. Interesting fact is that since the word 
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electronics was introduced into this high current technique, 
with the appearance of semiconductor ventiles, sometimes it 
is debated whether it is a field of electronics dealing with 
power engineering, or field of power engineering dealing 
with electronics. 

Assuming the use, domain of power electronics is not 
limited to power converters and their immediate surounding. 
Power converter is essential component of more or less 
controlled system which consists of elements belonging to 
other technologies. Modern controlled electromotor drive, for 
example, contains apart from converter and its immediate 
surrounding, electrical machine, digital regulation system 
realized with the use of microcomputers, measuring 
elements, supervising and controlling computers, 
telecommunication buses for group command in concordance 
with the requirements of technological process etc. To the 
previously mentioned may be added the necessity for the 
application of new methods for analysis and synthesis of 
regulated systems in general, based on the achievements of 
modern control theory, and application of computers for the 
design, acquisition of measurement data and simulation. This 
implied a new joint of not only power engineers and 
electronics engineers, but of engineers coming from different 
branches too. Eventually, entire power engineering, and not 
only its part dealing with energy conversion and its control is 
going nowadays through the same. 

Therefore the programs of today scientific reunions, 
which in their title contain the name of power electronics, are 
being expanded to other fields of engineering. And vice 
versa, many magazines and meetings not containing this 
name in their title, like industrial electronics, industrial 
applications, electrical machines and systems, electrical 
drives, control and measurement in industry etc. implicitly 
contain power electronics, and in official programs, it 
appears even explicitly. 

In accordance with the above mentioned, our program 
for the current symposium was expanded, and as is known, 
topics were classified into three groups. First one, under the 
name power converters, is the core of power electronics -  
converters, with their  immediate application. In the second 
group, one of its widest applications is emphasized and 
excerpted - electrical drives. The classification was done not 
only for the more uniform distribution of submitted papers, but 
because we are in a need for some expert group of this kind, in 
recent years. Same is valid for the third group electrical 
machines. Fourth group, control and measurements in power 
engineering, comprises papers which regard system as an entity 
or its control, apropos measurement part. And finally, lately 
introduced fifth group under the name power electronics in 
telecommunications, appears due to the increased professional 
interest in this branch of engineering. 

Brief historical review of development of power 
electronics in our country, given in the introduction of this 
exposure, relates to its beginning exclusively. In the past two 
decades, this field of engineering and its related fields were 
marked by new achievements. Invention of powerful 
transistors and other semiconductor ventiles, which pushed 
out thyristors to the power of several hundred kW. 
Regulation of immediate AC values at the output of inverter, 
due to the very fast interruption of transistors. Invention and 
further realization of vector control of induction motor, 
which finally becomes a motor controlled equally good as a 
DC current machine. Development of electronic commutator 
used in synchronous motor with permanent magnets to 
become DC current machine without brushes and lamina. 
Introduction of switching reluctant motor, by its nature 
suitable for the control of electronic ventiles. Application of 
microprocessors, microcomputers and digital signal 
processors in the control of power systems and direct control 
of converters. Digital realization of the principles of modern 
control theory, like state regulators, output regulators, 
observers, estimators, adaptive systems, etc. Substantial 
minituarization and decrease in prices of elements and 
devices, contributed to the significant expansion of the 
market. 

And after all those events, we find ourselves at the 
beginning of the new encounter. 
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HIGH PRECISION CALIBRATION OF AC CURRENT TO VOLTAGE CONVERTERS 
Petar Miljanić, Pushkin 9, Belgrade, Serbia and Montenegro 

 
 
Abstract: A two stage transformer, built as a current 
comparator with shielded magnetic core, was used to make a 
novel ac bridge for the calibration of ac shunts, for large 
currents or other ac current to voltage converters. A 
reference fine adjustable transresistances is made by current 
transformation and a non-reactive precision resistor 
connected in the secondary. By using and auxiliary 
transformer and resistor, all four two stage transformer 
secondary terminals are brought to the ground potential and 
consequently both magnetizing and capacitive errors kept 
below 1ppm. 
Key Words: I/U Converters, Calibration, High Precision 
1. INTRODUCTION 

High precision measuring of AC currents is obtained 
from digital data, of immediate voltage values, proportional 
to measured current. Appropriate electric circuits for 
synchronous and asynchronous sampling of AC voltage, 
were developed for such measurements. This way of 
measurement is suitable for measurement data acquisition: 
calculating effective current value, determining active and 
reactive power, distortion measuring, etc. All the indicators 
show that the digitalization of measuring processes will find 
wide application in power installations and industry.  

The best known current to voltage converter is shunt: 
low-ohmic resistor made of metal alloy, which has low 
temperature coefficient of resistance variation and high 
stability in time. Shunt has two current and two voltage 
terminals. For the measurement of alternating current is used 
a transformer with a known resistor connected to its 
secondary. Assuming it is easier to construct a reliable 
resistor for smaller currents, using a transformer current 
measurement has it’s advantages. Besides, mentioned 
measurement galvanically separates part of the circuit where 
current is being measured from the instrumentation, what 
provides measurement of the current  in  the  power  mains  
of  high  voltage.  Also  it should be mentioned that exist 
transformer systems which enable measurements of not only 
alternating, but direct component of the current, as well 
(servo-systems which maintain zero flux in magnetic circuit). 

Measurement current to voltage converter is displayed 
on figure 1. Having four terminals: two terminals for current 
and two for voltage. Single current terminal may, or may not 
be brought into connection with single voltage terminal. In 
the case of absence of galvanic connections, it is accustomed 
with precise measuring to place electrostatic shielding 
between above mentioned terminals. Assuming the low 
capacity between primary and shield it may be concluded that 
the current at on primary terminal equals the current at 
another terminal. However, having very precise measurings 
and high potential differences between circuits, this 
conclusion should be checked and reconsidered several 
times. Outgoing impedance with voltage signals is several 
tens of mili-Ohms, with shunts several tens of mili-Ohms at 
current to voltage transformer converters. Assuming large 
input impedance of modern A/D converters, outgoing 

impedance may be neglected. Moreover, calibration of 
current to voltage converters can be done with attached 
electronics for sampling, and thereby take into account 
voltage alterations due to load and outgoing converter 
impedance.  

Probing of low-ohmic shunts for alternating current 
was conducted using Maxwell-Wien’s bridge and it’s 
variations. Measuring was based at known characteristics of 
reference shunt and auxiliary resistor and capacitor black 
boxes. It was not possible to accomplish high-precision 
measurements due to many difficulties. To mention just the 
problem of high currents in the bridge, connecting current 
and voltage connectors, stability of reference shunt, problem 
of auto-heating and swirling currents.   

Low-ohmic shunts and transformer AC current to 
voltage converters can be directly compared to etalon for AC 
current to voltage converter, if the galvanic isolation of 
primary is accomplished, and capacitors between current 
input and voltage output are being driven to a negligible 
value. Simplified scheme of such etalon is displayed on 
Figure 2. 
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2. TWO STAGE CURRENT TRANSFORMER 

If the goal is to accomplish measuring precision better 
than 0.01%, even the best current transformers yield 
unacceptably big errors. Theory of current comparators [1], 
which appeared in 1962, found it’s application in instruments 
for high-precision measuring, first at alternating, and later at 
direct currents.  

Technology of current comparators enabled 
construction of high precision two stage current 
transformers[2]. Figure 3. shows the design, and figure 4. 
pictures equivalent scheme of these transformers. Important 
novelty with the design of high precision current 
transformers is that toroidal magnetic core of the first 
transformer has a cavity where another secondary and its 
toroidal core are placed. Assuming that dispersed lines of the 
magnetic field can not pierce into interior core, magnetic flux 
in all intersections of the interior core has the same value, 
what enables precise definition of such magnetic circuit and 
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well-known theoretical relations for magnetic circuits 
(Ψ=ΣNI/Θ). 
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Fig. 3. 
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Assuming that by the use of magnetic shielding, in 
other words, placing magnetic circuit of the second core 
inside the cavity of the first, enabled further application of 
the law where magnetic flux is proportional to the difference 
of total ampercoils, following equations may be written: 

mS eIININ ++= )( 11211 µ    (1) 
)( 2221211 µIINININ SS +=−

  (2) 

     1122111 SSS IZIZIZU −+= µµµµ
(3) 

     (4) 22222 SSS IZIZU −= µµ

Value em acknowledges the fact that the concept of ideal 
magnetic circuit could not be adopted for magnetic circuit of 
first order, due to the absence of magnetic shielding. Other 
values are in conformity with equivalent scheme shown at 
Figure 2.   

Errors of two stage current transformer are: 
1) Magnetic circuit idealization error. Concept of 

magnetic circuit assumes that magnetic flux is of the same 
value in every intersection what enables the definition of 
magnetic circuit resistance and the rule that the flux of 
magnetic circuit equals magnetomotor force divided by the 
mentioned resistance (Ψ=ΣNI/Θ). Though because of 
dispersing magnetic lines this simple relation cannot be 
applied, therefore equation (1) introduces error еm. To 
approximate the ideal situation where flux in all intersections 
of magnetic circuit is constant, circuit is being placed in the 
cavitу of magnetic shielding [1] of a toroidal form  (Figure 
3.). This novelty is essential for the construction of current 
comparators and for the construction of high precision two 
stage current transformers. It was established that if the 
magnetic circuit is protected like this, it is possible to 
diminish the error, which appears due to dispersing fluxes, 

below 1 ppm. Examining the precision of current to voltage 
converter with the measuring uncertainty of order 1ppm, 
idealization error of magnetic circuit of second order may be 
neglected (equation 2). 

2) Error due to magnetizing currents of magnetic 
circuits of first and  second  order.  Neglecting  errors  of 
higher order in equations (1) - (4) yields the error of two 
stage current transformer 
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This error depends on voltages at terminals of first and 
second secondary and on magnetizing impedances and 
impedances of interior coils. If some auxiliary calibration 
reduces voltages US1 and US2 to zero value, error equals 
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Assuming the impedances of the coil equal the order of 
several Ohms, magnetizing impedances are of order several 
thousand Ohm, and that low imperfection of magnetic circuit 
of first order is usually diminished by the quotient ZS2/Zµ2, 
this error is of order below 1 ppm. If voltages US1 and US2 are 
close to zero, error due to voltage US1 is negligible, and error 
due to remaining voltage US2 is below 1 ppm too. 
3) Capacitive currents error. Between the coils of solenoid, 
between solenoids and between coils and electrostatic screen, 
exist capacitive feedbacks. These capacities are inevitable, 
their value though equals several tens or hundreds of pF, may 
seriously corrupt the precision of measurement. Besides the 
existence of capacity, the flow of capacitive current requires 
the presence of AC voltage at the terminals of these 
capacitors. Assuming the symmetry of the coil at toroidal 
cores and under assumption that voltage at the terminals of 
these coils is zero it is concluded that there is no potential 
difference at any place in the transformer, therefore there are 
neither capacitive currents, nor capacitive error. What is 
actually going on? Inside the cores, especially in the first 
core or magnetic shielding exists a change of magnetic flux, 
yielding electromotor force that induces the current in the 
coil. But locally in each coil, of both first and second 
secondary, that induced electromotor force is locally used to 
surmount ohmic and induction fall of voltage along the 
solenoid. Effect is the absence of potential difference in the 
solenoid, and thereby there are no capacitive currents. This 
leads to the conclusion that if the voltages on first and second 
secondaries are close to zero and if all four terminals of these 
solenoids find themselves at the same potential, close to the 
potential of electrostatic shield, there are no capacitive 
currents, and therefore there is no capacitive currents error. 
This fact was used in the instrumentation exposed in this 
paper. 
3. ADJUSTABLE ETALON CURRENT TO 
VOLTAGE CONVERTER 

Figure 5. shows current to voltage converter with a 
precision and sensibility based on the precise resistor Rref = 
100 Ω and two stage current transformer with N2 = 1000 
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coils in the secondary and an opening to place one or more 
solenoids in the primary. 
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Fig. 5. 

This converter and the instrument from the Figure 2. 
can be used for the calibration of shunts or transformer 
current to voltage converters with effective values 0.1, 0.2, 
0.5 and 1 Ω. Assuming that the diameter of the copper wire 
used to make first and second secondary is d = 1 mm, 
substituting reference resistor with the 10 Ω resistor, would 
enable the shunts’ calibration of 0.01, 0.02, 0.05 and 0.1 Ω 
effective values. 
4. OPERATING PRINCIPLES 

To abandon the use of  two stage transformer for the 
transfer of power, and employ it as a measuring element 
only, and auxiliary transformer, whose secondary current is 
two times bigger than the secondary current of the two stage 
transformer. So, for instance, with primary current of 10 
ampercoils (2 coils per 5 А) and 1000 coils in the secondary, 
secondary current of the two stage transformer is 10 mA. 
Assuming that N2/N1 = 2 N4/N3 (Figure 5), auxiliary 
transformer gives 20mA current. Resistor R1 is aproximately 
equal to the reference resistor Rref so, having in mind that the 
current is 20 mA - 10 mA = 10 mA, voltage at this resistor is 
equal to the voltage at the reference resistor Rref . When these 
two voltages become equal, calibrating resistor  R*  and 
capacitor C*, there will be no voltage at the terminals of the 
secondary of two stage transformer, what all gives a high 
precision of total secondary current, since the error coming 
from the magnetizing current and capacitive error are 
minimized.  

Assuming the electrostatic screening of the auxiliary 
transformer, overall current of the two stage current 
transformer flows through the reference resistor Rref and 
determines the output voltage which is precisely given by the 
relation U = Rref Ip N2/N1. In above example for the measured  
current of  5 А and Rref = 100 Ω it would result in an output 
voltage of 1 V , e.d. transresistance of 0.2 Ω. If the desired 
value for the effective voltage value, with the current of 5A, 
is 0.8 V, and the goal is a better adaptiation to the measuring 
range of digital voltmeter for the measurement range up to 

1.2 V ( 8.0*2 ), reference resistor should equal Rref = 80 
Ω, or the number of coils on the secondary needs to be 
changed to  N2 = 1250, and  Rref = 100 Ω  should remain 
unchanged. 

If the application of electronic regulation circuits 
becomes widely accepted, zero indicator may be substituted 
by the electronic buffer with an output current of 10 mA, and 
thereby voltage at the secondaries of the two stage 
transformer will become negligible. It can be achieved by the 
opening of the switch S  and inserting the circuit displayed 
by dashes on the figure. Certainly, buffer needs to be a 
complex circuit with very high input impedance and DC 
stabilization. 
As a goal to obtain precise calibration of transresistance at the 
auxiliary transformer, solenoid N3 which hosts the inducted 
voltage proportional to the output voltage, is placed. Output 
may be precisely corrected by this voltage and with the help of 
resistor black box and capacitor black box, and thereby this 
circuit will be converted into an AC bridge intended for the 
calibration of AC I-U converters (shunts) according to Figure 
2. 
5. CONCLUSION 
New method for AC current to voltage converter calibration 
was theoretically and experimentally shown and tested. 
Measurement instability was estimated at 1ppm. Top national 
measurement laboratories face a difficult task to estimate the 
precision of this equipment, having in mind that all known 
methods for measuring transresistance (shunts), with the use 
of bridge, and under AC currents of a precision which ranges 
from several amperes to several hundred amperes of less 
precision. 
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Abstract: The paper discusses foundations of a novel 
multi-phase multi-motor drive system, in which a set of 
multi-phase machines is controlled independently while 
supplying the whole drive from a single multi-phase current-
controlled inverter. Realisation of such a drive system 
requires series connection of stator windings, with an 
appropriate phase transposition. The concept is applicable 
to any ac machine type with sinusoidal field distribution and 
different can be mixed within the same multi-motor drive 
system. The idea is introduced for an arbitrary phase 
number and machine connectivity and the number of 
connectable machines are examined for all possible phase 
numbers. Connection diagrams are shown for selected 
phase numbers and decoupling of the flux/torque producing 
currents of one machine from flux/torque producing 
currents of all the other machines is proved by steady state 
calculations. The approach to the multi-motor series-
connected drive system d-q modelling is illustrated using the 
five-phase case as an example. Detailed simulation studies 
are finally performed for the two-motor five-phase drive and 
the full dynamic decoupling of flux/torque control of one 
machine from the other machine in the group is verified.  

Key Words: Multi-phase Machines, Multi-motor 
Drives, Vector Control, Phase Transposition. 
1. INTRODUCTION 

Multi-phase machines (n > 3) offer a number of 
advantages when compared to three-phase machines. The 
most important ones are the possibility of achieving a higher 
torque density through injection of higher stator current 
harmonics and utilisation of higher spatial field harmonics, 
fail-safe operation in redundancy mode, and reduction of the 
required per-phase inverter rating for the same output power 
[1,2]. It should be noted that the first two advantages of 
multi-phase machines will not exist in the multi-phase multi-
motor drive system elaborated in this paper. This is so since 
the additional degrees of freedom, which exist in multi-
phase-machines and can be used to increase torque density 
and for fail-safe operation, will be used here for the control 
of other machines of the multi-motor group. 

The basic idea behind the concept presented in the 
paper relies on the fact that, regardless of the number of 
phases, only two stator currents are required for decoupled 
dynamic flux and torque control (vector control) of an n-
phase ac machine. This means that the remaining currents 

can be used to control the other machines, provided that the 
stator windings of all the machines are connected in series. 
However, in order to enable decoupled flux/torque control 
of one machine from all the other machines in the group, it 
is necessary that flux/torque producing currents of one 
machine do not produce a rotating field in all the other 
machines. This requires introduction of an appropriate phase 
transposition in the series connection of stator windings.  

The concept of the multi-phase multi-motor drive 
system developed in detail in this paper was for the first 
time proposed in [3], where the idea was introduced for a 
two-motor five-phase drive using the notion of an n-
dimensional space for an n-phase machine. An entirely 
different approach, based on the general theory of electrical 
machines [4,5], is adopted here. The rules for establishing 
the necessary connection diagram within a multi-motor 
group are developed by analysing the properties of the 
decoupling (Clark’s) transformation matrix. The numbers of 
connectable machines are examined for both odd and even 
phase numbers. It is shown, using a simple steady-state 
analysis, that flux/torque producing currents of one machine 
do not produce flux and torque in the other machines when 
the appropriate phase transposition is introduced in the 
series connection. Modelling procedure is illustrated for the 
case of the two-motor five-phase drive. Dynamics of the 
multi-phase multi-motor drive system are examined by 
simulation, for the five-phase two-motor drive with 
induction machines, and the existence of fully decoupled 
dynamic control is verified. More detailed analysis of 
various aspects covered in the paper is available in [6-8]. 
2. MODELLING OF MULTI-PHASE MACHINES 

An n-phase machine, such that the spatial displacement 
between any two consecutive stator phases equals α = 2π/n, 
is under consideration. The type of the ac machine is 
irrelevant as long as the field distribution can be regarded as 
sinusoidal and the machine can be either an induction or a 
synchronous (any type) motor. It is therefore assumed that 
the spatial distribution of the flux is sinusoidal, since the 
intention is to control torque production due to fundamental 
harmonic only. All the other standard assumptions of the 
general theory of electrical machines apply, including the 
one related to the linearity of the magnetic circuit.  

The phase number can be in general either an odd or an 
even number. Let the phase number be taken initially as an 
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even number. It is important to note that only the true n-
phase machines (n being an even number) are discussed 
here. This means that the mth phase and the (n/2 + m)th phase 
are positioned 180 degrees apart and are supplied with 
currents in phase opposition. Each such an n-phase winding 
can be reconfigured into semi n-phase winding, with an 
effective number of phases equal to n/2. If the original even 
phase number n is such that n/2 is a prime number, semi n-
phase winding becomes a winding with an odd number of 
phases (these phase numbers are encompassed by the paper). 
If the original phase number n is a power of two, 
reconfiguration into a semi n-phase winding requires a 
neutral conductor. This case is therefore excluded from the 
analysis.  

The machine model in phase variable form can be 
transformed using decoupling (Clark’s) transformation 
matrix [4,5]. Decoupling transformation substitutes the 
original  set  of  n  phase  currents  with  a  new set  of  n 
transformed currents. Decoupling transformation matrix for 
an arbitrary even phase number can be given in power 
invariant form with (1). 

The first two rows in (1) define stator current 
components that will lead to fundamental flux and torque 
production (α-β components; stator to rotor coupling 
appears only in the equations for α-β components), while 
the last two rows define the two zero sequence components. 
In between, there are (n−4)/2 pairs of rows which define 
(n−4)/2 pairs of stator current components, termed further 
on x-y components. As will be shown shortly, x-y pairs of 
current components will play an important role in realising 
independent control of the machines connected in series. 

Equations for pairs of x-y components are completely 
decoupled from all the other components and stator to rotor 
coupling does not appear either. These components do not 
contribute to torque production when sinusoidal distribution 
of the flux is assumed. Zero sequence components will not 
exist in any star-connected multi-phase system without 
neutral conductor. Since any multi-phase machine requires 
only two stator current components for flux and torque 
production, this means that at most (n−2)/2 machines can be 
connected in series. In order to do so it is necessary to 
ensure that the flux/torque producing currents of one 
machine do not produce flux and torque in all the other 
machines of the group. A simple series connection of stator 
windings is obviously not going to achieve this goal. An 
appropriate phase transposition is therefore required when 
connecting the windings in series, as discussed shortly. 

If the phase number n is an odd number, the last row 
of (1) does not exist and there is only one zero-sequence 
component. In between the flux/torque producing 
components and the zero sequence component there are 
(n−3)/2 pairs of rows, which define (n−3)/2 pairs of stator 
current x-y components. The maximum number of 
connectable machines is therefore (n−1)/2. Hence the 
number of x-y pairs of current components is the same for 
an odd number of phases n and the subsequent even number 
of phases (n+1). This immediately indicates that an odd 
number of phases and the subsequent even number of phases 
will lead to the possibility of connecting at most the same 
number of machines in series. It is therefore advantageous to 
utilize machines with an odd phase number as far as the 
number of inverter legs (phases) is concerned. 
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However, even phase numbers do have a certain 

advantage for some specific phase numbers, as will be 
shown later on. 

Since stator-to-rotor coupling appears only in the 
equations for α-β components regardless of the machine 
type, and since the torque production due to fundamental 
field component is entirely governed by α-β components 
only, rotational transformation is applied to α-β equations 
only. Assuming transformation into an arbitrary common 

reference frame ( ), the transformation matrix 

for stator is given with  
∫= dtas ωθ
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As the decoupled flux and torque control for any 
particular machine will be achieved using the principles of 
rotor flux oriented control (regardless of the machine type), 
the angle of transformation in (2) will equal the 
instantaneous rotor flux space vector position. Application 
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of (2) in conjunction with an appropriate model, obtained 
for the given machine type by utilizing (1), leads to the 
transformation of the  first two stator α-β equations  into 
corresponding d-q equations. Equations for x-y components 
remain unchanged and are for any pair of x-y components of 
the form given for the first pair with (index s stands for 
stator and all the other symbols have the usual meaning) 
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Stator resistance and stator leakage inductance are the 
only machine parameters that appear in x-y equations.  

The resulting d-q axis equations and the torque 
equation are identical to those of a corresponding three-
phase machine. Hence the basic vector control scheme will 
remain the same as for a three-phase machine of the same 
type. 
3. SERIES CONNECTION OF MULTI-PHASE 
STATOR WINDINGS 

Since only one pair of stator α-β (d-q) current 
components is required for the flux and torque control in 
one machine, there is a possibillty of using the remaining 
degrees of freedom ([(n–1)/2–1] pairs for odd phase 
numbers or [(n–2)/2–1] pairs for even phase numbers, of 
stator x-y current components) for control of other machines 
that are to be connected in series with the first machine. 
However, if the control of the machines with series 
connected stator windings is to be decoupled one from the 
other, it is necessary that the flux/torque producing currents 
of one machine do not produce flux and torque in any other 
machine in the group. In other words, the connection of 
stator windings of k=(n-1)/2 (or k=(n−2)/2) multi-phase 
machines must be such that what one machine sees as the d-
q axis stator current components the other machines see as 
x-y current components, and vice versa. It then becomes 
possible to completely independently control speed 
(position, torque) of these k machines while supplying the 
drive system from a single current-controlled voltage source 
inverter. Achievement of the stated goal requires an 
appropriate phase transposition when connecting the stator 
windings in series. The required phase transposition follows 
directly from the decoupling transformation matrix (1), as 
discussed shortly. In the general case a set of n-phase stator 
windings is supplied from one n-phase current-controlled 

(CC) voltage source by connecting the stator windings in 
series and using the phase transposition, as illustrated in Fig. 
1. Phase transposition means shift in connection of the 
phases 1,2, ... n of one machine to the phases 1,2, ... n of the 
second machine, etc., where 1,2,3…n is the flux/torque 
producing phase sequence of the given machine according 
to the spatial distribution of the phases within the stator 
winding.  

The phase transposition is determined with the 
requirement that flux/torque producing currents of one 
machine (α-β or d-q currents) appear as currents that do not 
contribute to the flux and torque production in all the other 
machines. Transformation matrix (1) gives an answer as to 
how this can be achieved. According to (1), phases ‘1’ of all 
the machines will be connected directly in series (the first 
column in (1)). The phase transposition for phase ‘1’ is 
therefore 0 degrees and the phase step is zero. However, 
phase ‘2’ of the first machine will be connected to phase ‘3’ 
of the second machine, which will be further connected to 
phase ‘4’ of the third machine and so on. The phase 
transposition moving from one machine to the other is the 
spatial angle α and the phase step is 1. This follows from the 
second column of the transformation matrix. In a similar 
manner phase ‘3’ of the first machine (the third element in 
the first row of (1) with spatial displacement of 2α) is 
connected to the phase ‘5’ of the second machine, which 
further gets connected to phase ‘7’ of the third machine, and 
so on. The phase transposition is 2α, and the phase step is 2. 
This follows from the third column of (1). For phase ‘4’ of 
the first machine the phase transposition equals 3α and 
phase step is 3, and so on. This explanation enables 
construction of a connection table, which is further called 
connectivity matrix. In the general case of an n-phase 
system connectivity matrix of Table 1 results. Flux/torque 
producing phase sequence for any particular machine is 
denoted in Table 1 with symbols a,b,c, …. rather than with 
numbers 1,2,3,… (both notations are used further on, 
depending on which one is more convenient). 

Double-line in Table 1 encircles the seven-phase 
case, while the bold box applies to the five-phase case. 
These two phase numbers will be analysed in more detail  
further  on.  Dashed  line   encircles  eleven–phase  

 

Table 1.  Connectivity matrix for the general n-phase case. 
 A B C D E F G H I J K L M N O 

M1 a b c d e f g h I j k l m n … 
M2 a b+1 c+2 d+3 e+4 f+5 g+6 h+7 i+8 j+9 k+10 l+11 m+12 n+13 … 
M3 a b+2 c+4 d+6 e+8 f+10 g+12 h+14 i+16 j+18 k+20 l+22 m+24 n+26 … 
M4 a b+3 c+6 d+9 e+12 f+15 g+18 h+21 i+24 j+27 k+30 l+33 m+36 n+39 … 
M5 a b+4 c+8 d+12 e+16 f+20 g+24 h+28 i+32 j+36 k+40 l+44 m+48 n+52 … 
M6 a b+5 c+10 d+15 e+20 f+25 g+30 h+35 i+40 j+45 k+50 l+55 m+60 n+65 … 
M7 a b+6 c+12 d+18 e+24 f+30 g+36 h+42 i+48 j+54 k+60 l+66 m+72 n+78 … 
…. … … … … … … … … … … …. … … … … 
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Fig. 1.  Supply of (n-1)/2 machine stator windings, 

connected in series, from an n-phase current-controlled 
voltage source (odd phase number assumed). 

case, while solid line is the box for the thirteen-phase 
case. If a number in the table, obtained by substituting a=1, 
b=2, c=3, d=4, etc., is greater than the number of phases n, 
resetting is performed by deducting  j x n  (j = 1,2,3...) from 
the number so that the resulting number belongs to the set 
[1,n]. 
4. CONNECTION DIAGRAMS AND CONNECTI-
VITY MATRICES FOR VARIOUS PHASE NUMBERS 

Using the connectivity matrix and the connection 
diagram for the general n-phase case, given in Fig. 1 and 
Table 1, corresponding diagrams and matrices are obtained 
for any specified number of phases. A couple of     cases are 
selected here, with the aim of facilitating the discussion of 
the number of connectable machines in the next Section. 

Connectivity matrix and the connection diagram for 
the five-phase case are given in Table 2 and Fig. 2, 
respectively. It is possible to use two machines connected in 
series and supply them using five inverter legs, instead of 
six required in a customary two-motor three-phase drive 
system. The seven-phase case is illustrated in Table 3 and 
Fig. 3. Three machines can now be controlled with a seven-
phase inverter, enabling a saving of two inverter legs with 
respect to the standard three-phase three-motor system. 

The minimum even number of phases that will enable 
series connection is n = 6. The corresponding connectivity 
matrix, obtained on the basis of the given procedure, is 
given in Table 4. As can be seen from the last row of this 
matrix, only phases 1,3 and 5 of the second machine are 
utilised. As spatial displacement between these phases is 
120°, it follows that the second machine is a three-phase 
machine rather than a six-phase machine. The corresponding 
connection diagram is given in Fig. 4. Note that the 
flux/torque producing currents of the six-phase machine 
mutually cancel at the connection points with the three-
phase machine. This means that the three-phase machine 
will not suffer from any adverse effects due to the series 
connection with the six-phase machine  (this of course does 
not hold true for the six-phase machine). This is a potential 
advantage of an even phase number when compared to the 
previous odd phase number. On the other hand, the six-
phase case requires one more inverter leg than the five-
phase case, while allowing series connection of the same 
number of machines (only two). 

Table 2.  Connectivity matrix, five-phase case. 
 

 A B C D E 
M1 1 2 3 4 5 

M2 1 3 5 2 4 
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Fig. 2.  Connection diagram for two five-phase 

machines. 
 

Table 3.  Connectivity matrix, seven-phase case. 
 A B C D E F G 
M1 1 2 3 4 5 6 7 
M2 1 3 5 7 2 4 6 
M3 1 4 7 3 6 2 5 
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Fig. 3.  Connection diagram for the seven-phase system. 

Table 4.  Connectivity matrix - the six-phase drive.  
 A B C D E F 
M1 1 2 3 4 5 6 
M2 1 3 5 1 3 5 

 

A

B

C

D

E

F

      Source

a1

b1

c1

d1

e1

f1

a2

b2

c2

Machine 1 Machine 2

 
Fig. 4.  Six-phase two-motor system. 

In the case of an eight-phase system it is possible to 
connect three machines in series, this being the same as for 
the seven-phase case. The connectivity matrix is the  one 
given in Table 5. The first and the third machine are eight-
phase, however the second machine is four-phase since only 
phases 1,3,5,7 are utilised  (and spatial displacement is 
therefore 90°). It is important to note that, when connecting 
the machines in series to the source, all the machines with 
the highest phase number must come first. This means that 
the actual sequence of connection of the three machines to 
the source has to be M1, M3, M2, as shown in the 
connection diagram in Fig. 5. This is so since flux/torque 
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producing  currents  of the machine with a higher phase 
number cancel when entering the machine with the lower 
phase number (for example, in the six-phase drive of Fig. 4 
phase currents a1 and d1 of the six-phase machine are in 
phase opposition, so that their sum at the point of entry into 
phase a2 of the second machine is zero). 

In all the cases illustrated so far it was possible to 
connect in series the maximum possible number  k = (n    – 
1)/2 (or k = (n–2)/2) for even phase numbers) of machines. 
Indeed, for any odd or even phase number one expects, on 
the basis of the considerations given so far, that the number 
of connectable machines will be k = (n–1)/2 or k = (n–2)/2. 
This is however not always the case. For all the phase 
numbers that require connection of machines with different 
phase numbers n1, n2, n3 etc. the number of connectable 
machines will be the maximum one if and only if the ratios 
n1/n2, n2/n3, n3/n4 etc. are all integers. If this condition is 
not satisfied the number of connectable machines is smaller 
than the maximum number. For example, a twelve-phase 
system allows series connection of at most four machines 
instead of the expected maximum number of five machines. 
Similarly, a fifteen-phase system will allow series 
connection of at most six machines instead of the expected 

seven machines. This means that some phase numbers are 
more advantageous than the others. The number of 
connectable machines is considered next for all the possible 
phase numbers. 
5. NUMBER OF CONNECTABLE MACHINES 

Depending on the properties of the phase number n, 
different situations may arise with respect to the number of 
connectable machines and their individual phase numbers. 
Let the phase number be at first an odd number. The 
following three situations may then be identified: 

a) Let the number of phases n be a prime number. The 
number of machines that can be connected in series with 
phase transposition then equals 

2)1( −= nk      (4) 
Table 5.  Connectivity matrix for the eight-phase 

drive.  
 A B C D E F G H 
M1 1 2 3 4 5 6 7 8 
M2 1 3 5 7 1 3 5 7 
M3 1 4 7 2 5 8 3 6 
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e2 
 
f2 
 
g2 
 
h2 
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b3 
 
 
 
c3 
 
 
 
d3 
 
 

Source             Machine 1                              Machine 2                                Machine 3 

 
 

Fig. 5.  Connection diagram for the eight-phase drive system. 
 

since there are (n – 1)/2 pairs of current components 
that can be used for independent flux and torque control in 
this multi-phase machine set. All the machines are of the 
same number of phases equal to n. The phase numbers 
belonging to this category are n = 3,5,7,11,13, 17,19, etc.  

b) Consider next the number of phases n that is not a 
prime number, but it satisfies the condition  

.....4,3,2            , == mln m   (5) 
The number of machines that can be connected 

remains to be given with (4), i.e. ( ) 21−= nk . However, 
not all k machines are now of the phase number equal to n. 
For example, in the case of n = 27 (l=m=3) a total of k = 13 
machines can be connected in series: one three-phase 
machine, three nine-phase machines and nine 27-phase 

machines. Hence for the general case of m > 1 the phase 
numbers of the machines that can be connected are 

12   .......,  ,  ,  , −mlnlnlnn   (6) 
Phase numbers in this category are: n = 9, 25, 27, etc. 

c) The third possible case arises when n is not a prime 
number and is not divisible by lm. However, n is divisible by 
two or more prime numbers. Let these prime numbers be 
denoted as n1, n2, n3, etc. The number of machines that can 
be connected is now  

2)1( −< nk      (7) 

Ordering of machines in series connection has to be 
as follows: all the n-phase machines are at first connected in 
series to the source, with phase transposition. Next follow 
the machines with the largest prime number value out of n1, 
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n2, n3,… (say, n1). This should be followed by connection 
of all the machines with the second largest prime number, 
say n2, etc. This rule has to be observed, since its violation 
makes operation of a higher phase number machine, 
connected after a lower phase number machine, impossible. 
One thus reaches the stage where one n1 phase machine is to 
be connected to a machine with n2 phases. This is not 
possible since the ratio n1/n2 is not an integer. An attempt to 
connect machines of phase numbers equal to different prime 
numbers leads to the short-circuiting of terminals. 

Among these k machines only a certain number will be 
with n phases. The other machines that should be 
connectable in the multi-drive system will have phase 
numbers equal to  In general, the group will be 
composed of machines with the phase numbers equal to n 
and one of the prime numbers n1, n2, n3,…: 

....3,2,1 nnn

njnnnnnnn  ,or         ...... 3 ,or         2 ,or        1  ,  (8) 
where .    njnnnn ⋅⋅⋅⋅= .....321  

This class of odd phase numbers encompasses the 
situation where some of the numbers n1, n2, n3, …nj may 
be the same prime number, but there is at least one other 
prime number in the sequence. That is, 

. is included. The phase 
numbers belonging to this category are 15, 21, 33, 35, 39, 
45, 51, 55, 57, 63, 65, 69, 75, 77, etc. 

,...4,3,2   ,.....21 =⋅⋅⋅⋅= mlnjnnn m

Categories b) and c) can be regarded as sub-categories of 
a more general case for which n is not a prime number. They 
have in common that two or more phase numbers appear in 
the series connection with phase transposition of the multi-
phase machines. However, the total number of connectable 
machines is not the same, as given by (4) and (7). A 
summary of all possible situations that can arise for odd 
numbers of phases is given in Table 6. 

 Consider next even system phase numbers. 
Again, there are three possible situations, depending on the 
properties of the system phase number.  

a) Let the number n/2 be a prime number. The number 
of connectable machines equals 

2)2( −= nk      (9) 

The number of phases of individual k machines will be 
as follows: k/2 machines will be n-phase and k/2 machines 
will be n/2-phase. Since the ordering of machines has to 

follow the rule that higher number of phases comes first, the 
first k/2 machines are n-phase, while the subsequent k/2 
machines are n/2-phase. This means that one half of the 
machines are with an even number of phase, while the rest 
are with an odd number of phases. The phase numbers 
belonging to this category are n = 6, 10, 14, 22, 26, 34, 38, 
46, 58, 62, 74 etc.  

b) Consider next the number of phases n such that n/2 is 
not a prime number, but it satisfies the condition  

.....5,4,3             , 2 == mn m         (10) 
The number of machines that can be connected remains 

to be given with (9). Once again not all k machines are of 
the phase number equal to n. In the example illustrated 
previously n = 8, k = 3. However, only two machines are 
eight-phase, while the third one is four-phase. Hence for the 
general case of m ≥ 3 the phase numbers of the machines 
that can be connected in series will be: 

22 2  .......,  ,2  ,2  , −mnnnn         (11) 

This case arises when the phase number of the multi-
drive system takes values of n = 8, 16, 32, 64, etc. 

c) The third possible case arises for all the other even n. 
The number of connectable machines is 

2)2( −< nk           (12) 

Series connection of machines whose phase number 
ratio is not an integer is not possible. Again, among these k 
machines only a certain number is with n phases. The other 
machines have phase numbers equal to  as 
appropriate. There are at least three different phase numbers 
among the multi-machine set. Phase numbers that belong to 
this group are 12, 18, 20, 24, 28, etc. 

...4/,3/,2/ nnn

Cases b) and c) can be again regarded as sub-cases of a 
more general case for which n/2 is not a prime number. The 
total number of connectable machines is however not the 
same, ((9) and (12), respectively). A summary of all possible 
situations for even numbers of phases is provided in Table 7. 
Of potential practical value are obviously only those phase 
numbers that enable series connection of the maximum 
number of connectable machines (i.e. cases a) and b) for 
both odd and even system phase numbers). 

 

Table 6.  Possible situations with odd phase numbers. 

n = an odd number, ≥ 5 
  Number of connectable 

machines 
Number of phases of machines  

n = prime number n = 5,7,11,13….. 2)1( −= nk  N 
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Table 7.  Number of connectable machines and their phase order for an even system phase number. 

n = an even number, ≥ 6 
  Number of connectable 

machines 
Number of phases of machines  

n/2 = prime number  
2

2−
=

nk  K/2 ARE N-PHASE AND  

K/2 ARE N/2-PHASE  
n/2 ≠ prime number .....5,4,3     , 2 == mn m

 2
2−

=
nk  

22 2
 .......,  ,

2
  ,

2
 ,

−m
nnnn  

 all other even numbers 
2

2−
<

nk  
n,  ....4/,3/,2/ nnn

as appropriate 
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6. VECTOR CONTROL OF MULTI-MOTOR DRIVES 
The standard method of achieving rotor flux oriented 

control of a current-fed ac machine (indirect rotor flux 
oriented control) is considered. It is assumed that there is a 
rotor position sensor attached to each machine. The basic 
form of the vector controller is the same as for a three-phase 
machine of the same type and the only difference is in the co-
ordinate transformation, where n phase current references are 
generated by using the co-ordinate transformation of (1) and 
(2), instead of three. The vector controller for operation in 
the base speed (constant flux) region is illustrated in Fig. 6 
for n-phase induction and synchronous machines. Phase 
current references are built for each individual machine first, 
according to Fig. 6: 
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            (13) 
where the system phase number is taken as an odd 

number and superscript Mj stands for the machine under 
consideration (M1…Mk). Inverter reference currents are 
further built, respecting the appropriate connection diagram 
for the given number of inverter phases. If the phase number 
n is a prime number, this is a simple summation. If not, the 
inverter current references are obtained in a slightly more 
complicated manner.  
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Fig. 6. Indirect vector controller for an n-phase induction 

and synchronous motor (for permanent magnet machine with 
surface mounted magnets ids* = 0; for synchronous 

reluctance machine, using constant current along d-axis 
control, ids* =  idsn), respectively. Index n denotes rated 

values and K1 = 1/(Tr idsn). 
Taking as an example the seven-phase case of Fig. 3 

and Table 3, the inverter current references are built as 

*
3

*
2

*
1

*

*
3

*
2

*
1

**
3

*
2

*
1

*

*
3

*
2

*
1

**
3

*
2

*
1

*

*
3

*
2

*
1

**
3

*
2

*
1

*

               

               

              

efgG

bdfFfbeE

cgdDgecC

dcbBaaaA

iiii

iiiiiiii

iiiiiiii

iiiiiiii

++=

++=++=

++=++=

++=++=

  (14) 

In the case of the six-phase system of Fig. 4 and Table 
4 the inverter current references are given with 
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Inverter current references can be built in this way for 
any system phase number. 

 The relationship between inverter output 
phase-to-neutral voltages and phase voltages of individual 
machines is again governed with the connection diagram. For 
example, for the five-phase case of Fig. 2 and Table 2, 
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while in the six-phase drive system of Fig. 4 and Table 4 
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7. STEADY STATE CONSIDERATIONS 
In order to verify the concept, steady state operation 

with ideal sinusoidal currents is analysed first. Let us assume 
that the machine 1 of the five-phase two-motor drive of Fig. 
2 is supplied for the purposes of torque and flux production 
with ideal sinusoidal currents of RMS value and angular 
frequency equal to 11 ,ωI . Similarly, machine 2 is supplied 
with a flux and torque producing set of currents of RMS 
value and frequency 22 ,ωI . According to the connection 
diagram in Fig. 2, source currents are simultaneously 
corresponding phase currents for machine 1: 
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Machine 2 is connected to the source via the "phase 
transposition", so that  

( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )αωαω

αωαω

αωαω

αωαω

ωω

4sin22sin2

3sin24sin2

2sin2sin2

sin23sin2

sin2sin2

22112

22112

22112

22112

22112

−+−==

−+−==

−+−==

−+−==

+==

tItIii

tItIii

tItIii

tItIii

tItIii

Ce

Ed

Bc

Db

Aa

 (19) 

Application of the transformation matrix (1) on stator 
currents of the two machines given with (18)-(19) produces 
results summarised in Table 8. From Table 8 it is evident 
that, due to phase transposition in the series connection of the 
two machines, flux/torque producing currents of machine 1 
produce α-β current components in machine 1, while they 
produce x-y current components in machine 2, and vice 
versa. It therefore follows that the currents of the second 
machine create a resultant mmf of overall zero value in any 
instant in time in machine 1, and vice versa. Hence it is 
possible to independently control the two five-phase 
machines while supplying them from a single five-phase 
inverter.  

Consider next the six-phase system of Fig. 4 and 
Table 4 and let 11 ,ωI  and 22 ,ωI  now stand for the peak 
values and angular frequencies of sinusoidal flux/torque 
producing currents of the six-phase and the three-phase 
machine, respectively. Using the same procedure, results 
given in Table 9 are obtained (space vector form is given and 
zero sequence components, being equal to zero, are omitted). 
In principle, the same conclusions apply as for the five-phase 
case. It is to be noted that the   three-phase machine is not 
affected in any adverse manner by the series connection to 
the six-phase machine. 
8. D-Q MODELLING OF THE FIVE-PHASE TWO-
MOTOR DRIVE SYSTEM 

The modelling procedure and the resulting equations  
for the  five-phase  two-motor drive      are given in this 
Section. 

 

 
 
Table 8. Steady state current components of the two-

machine five-phase drive system. 

Current 
components 

M1 M2 

α 
 
β 

tI

tI

11

11

cos5

sin5

ω

ω

−

 

tI

tI

22

22

cos5

sin5

ω

ω

−

 

x1 
 

y1 
tI

tI

22

22

cos5

sin5

ω

ω

−

 

tI

tI

11

11

cos5

sin5

ω

ω
 

0 0 0 
 

Table 9. Steady state current components of the two-
machine six-phase drive system. 

Currents 
in supply 
phases 

M1 – six-phase 
machine 

M2 – three-
phase machine 

11 ,ωI  α-β 
( )2/

1
1

2
6 πω −tjeI  

____ 

22 ,
2
1 ωI  x1-y1 

( )2/2

22
6 πω −tj we

I  

α-β 
( )2/

22
3 πω −tj weI

The same approach can be used for any system phase 
number. It is assumed that the two machines are both 
induction machines. Voltage equilibrium is given by (16), 
while the supply currents and individual motor currents are 
related through  

21

21

21

21

21

deE

bdD

ecC

cbB

aaA

iii
iii
iii
iii
iii

==
==
==
==
==

         (20) 

Application of (1) in conjunction with inverter 
voltages of (16) yields axis components of the inverter 
voltages, which can be further expressed using correlation 
with individual machine phase voltages in (16), as functions 
of the voltage axis components of the two machines 
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Due to the absence of the neutral conductor inverter 
zero sequence voltage component must equal zero. The 
correlation between inverter voltage axis components and 
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individual machine’s voltage axis components implies series 
connection between appropriate α-β and x-y circuits of the 
two machines. A corresponding correlation between inverter 
output currents and α-β and x-y current components of the 
two machines is obtained by using (1) and (20),  
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The zero sequence component is omitted due to the 
star connection of the system without neutral conductor. 

Rotational transformation is executed next. Stationary 
reference frame is selected for the illustration of the resulting 
model of the five-phase two-motor drive system. The four 
inverter equations are obtained in the following form: 
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Rotor voltage equilibrium equations are 
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Finally, torque equations of the two series-connected 
machines are given in terms of inverter current axis 
components with 
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9. PERFORMANCE OF THE FIVE-PHASE TWO-
MOTOR DRIVE SYSTEM 

The concept of the multi-phase multi-motor drive 
system, described in the paper, is verified by simulating the 
two-motor five-phase drive system of Fig. 2. The two 
induction machines are assumed to be identical (per-phase 
parameters and ratings are given in the Appendix). Inverter is 
included in the simulation and hysteresis current control is 

utilized. The simulated series of transients consists of the 
excitation transient, acceleration transient under no-load 
conditions, step load torque application and speed reversal 
(total simulation time of 2 s). Torque limit is set to twice the 
rated motor torque (i.e. 16.67 Nm).  

Stator d-axis current reference (rotor flux reference) is 
initially ramped to twice the rated value and is after 0.05 
seconds ramped down to the rated value. It is further kept 
unchanged. Speed command of 1500 rpm is applied to IM1 
at 0.3 s, while a 750 rpm speed command is given to IM2 at 
0.40 s (all speed commands have a ramp of 0.05 s). Next, 
rated load torque (8.33 Nm) is applied to IM1 at 1 s and load 
torque of 50% of the rated value (4.165 Nm) is applied to 
IM2 at 1.1 s. Finally, speed reversal to –1500 rpm is initiated 
for IM1 at 1.25 s, while IM2 is reversed to –750 rpm at 1.3 s. 

Rotor flux reference and the actual rotor flux in the two 
machines are shown in Fig. 7 for the complete duration of the 
sequence of transients. As can be seen from Fig. 7, rotor flux 
builds up independently in the two machines and, after 
attaining rated value in less than 0.1 second, remains further 
on unchanged regardless of what happens to any of the two 
machines. This indicates that rotor flux control in any of the 
two machines is completely decoupled from torque control of 
both machines. Such a situation is confirmed in Fig. 8, where 
torque and speed    responses of the two machines are shown 
for the initial accelerations (up to 0.9 s). Toque variation in 
one machine does not affect torque of the other machine and 
vice    versa, so that both machines accelerate  with  the torque  
in the limit.     One notices the  
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Fig. 7.  Rotor flux reference and rotor flux in the two series-

connected machines. 
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Fig. 8.  Torque and speed response of the two five-phase 

induction motors connected in series. 
 
appearance of the torque ripple in IM2 prior to the 
application of the speed command to it (time interval 0.3 to 
0.4 s). This is a consequence of the inverter current higher 
harmonics and is an expected consequence of the non-ideal 
nature of the inverter. 

Stator phase ‘a’ current references, as well as the 
inverter phase ‘a’ current reference and actual current, are 
shown in Fig. 9 for the same time interval. While the 
individual phase current references have the familiar 
waveform and are sinusoidal functions in final steady state, 
the inverter current references (and hence the actual inverter 
output currents as well) are highly distorted due to the 
summation, which involves phase transposition. In final 
steady state of Fig. 9 inverter current references are sums of 
two sinusoidal functions, of 50 Hz and 25 Hz frequency, 
respectively. 

Stator phase ‘a’ voltages of the two machines and the 
total inverter phase ‘a’ output voltage are illustrated in Fig. 
10. The inverter phase ‘a’ voltage is a sum of the stator phase 
‘a’ voltages of the two machines, as given with (16). Due to 
the PWM nature of the waveforms in Fig. 10, no other viable 
conclusion can be drawn. However, it can be shown using 
Fourier analysis that all the voltages in Fig. 10 contain 
harmonic components at both 25 Hz and 50 Hz, of 
appropriate values.  

Torque and speed responses following the step 
application of the load torque are illustrated in Fig. 11. Since 
the rotor flux remains undisturbed (Fig. 7), torque responses 
are the quickest possible, leading to a rapid compensation of 
the speed dip, caused by the load torque application. 
Reversing transient is illustrated in Figs. 12 (speed and 
torque responses) and 13 (stator phase ‘a’ current references 
and inverter phase ‘a’ current reference and actual current). 
Fully decoupled flux and torque control, as well as a fully 
independent control of the two machines, is again evident. 

Simulation study, illustrated in Figs. 7-13, fully verifies 
the concept and confirms the feasibility of vector controlled 
multi-phase multi-motor drive systems with a single inverter 
supply and current control in the stationary reference frame. 
The principal advantage of such systems is a saving in the 
number of inverter legs, compared to an equivalent three-
phase system with the same number of machines. 
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Fig. 9.  Stator phase ‘a’ current references  and 

reference and actual inverter phase ‘a’ current. 
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Fig. 10.  Stator phase ‘a’ voltages of the two machines and 

inverter phase-to-neutral (phase ‘a’) output voltage. 
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Fig. 11.  Torque and speed responses following step load 
torque applications in the two machines. 
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Fig. 12.  Torque and speed responses of the two machines for 

reversing transients. 
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Fig. 13.  Stator phase ‘a’ current references of IM1 and IM2 

and inverter phase ‘a’ current during speed reversals. 
10. CONCLUSION 

The paper sets forth foundations of a novel concept 
for a multi-phase multi-motor drive system, which enables 
independent vector control of all the machines within the 
group although only a single current-controlled voltage 
source multi-phase inverter is used. The stator multi-phase 
windings have to be connected in series with an appropriate 
phase transposition, in order to achieve the independent 
control of the individual machines in the system. The concept 
is developed in a systematic manner, using general theory of 
electrical machines, and is valid regardless of the type of the 
ac machine, so that different machine types can be used 
within the same multi-motor drive system. The necessary 
pre-requisite for the application of the concept in presented 
form is that the inverter current control is performed in the 
stationary reference frame, using total inverter phase 
currents. The concept is applicable to any phase number 
greater than or equal to five.  

Classification of all the possible odd and even phase 
numbers is performed, with regard to the maximum number 
of machines that can be connected in series and phase 
numbers of individual machines. A couple of characteristic 
phase numbers (n = 5, 6, 7 and 8) are illustrated with 
appropriate connection diagrams and a vector control 
algorithm is presented for the general n-phase case. A 
detailed presentation of the d-q modeling procedure for a 
five-phase two-motor drive system is provided next. The 
concept is verified by at first examining steady state 
operating conditions of a five-phase two-motor drive and a 
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seven-phase three-motor drive. A detailed simulation of a 
five-phase two-motor drive system with indirect rotor flux 
oriented control is then undertaken and existence of the fully 
decoupled dynamic control of the two machines is confirmed.  

The main   advantage of the concept is the saving in the 
required number of inverter legs. Its main shortcoming is an 
increase in the stator winding losses due to the flow of non-
flux/torque producing currents through the stator windings. 
This shortcoming is pronounced most when all the machines 
of the multi-motor system have the same number of phases.  
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13. APPENDIX: PER-PHASE MOTOR DATA 

Per-phase equivalent circuit parameters: 
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Rated torque (Nm) 1.66
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Rated current (A) 2.1 
Rated voltage (V) 220 
Rated frequency (Hz) 50 
Inertia (kgm2) 0.03 
Rated RMS rotor flux (Wb) 0.56
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Pole pair number 2 
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Abstract: In this paper, a DSP-based loss function 
identification for the induction motor drive is proposed and 
tested.The minimum loss operating point is decided from a 
functional approximation of the motor and the power 
converter losses, in the form of a suitably defined loss 
function. The loss function parameters are obtained on-line 
from input power measurement and a dedicated 
identification routine acting in conjunction with the common 
drive control functions. Proposed on-line identification of the 
loss function parameters relies upon the signals and states 
readily available within the drive controller memory and 
does not involve the user entry nor the initialisation 
procedure. Proposed controller is suitable for the use with 
conventional, low cost 16 bit DSP and it has been verified on 
an experimental setup with a TI DSP. and a standard 
induction motor. 
Key Words: Power conversion, induction motor drives, 
minimum energy control, digital signal processors 
1. INTRODUCTION 

Since the onset of the IMD frequency control, efforts 
were made to improve the IMD efficiency by varying the 
flux amplitude for a better balance between core and copper 
losses. The IMDs with the greatest potential for energy 
saving are the low dynamics drives operating in the constant 
torque mode with frequent light load intervals [1]. Majority 
of simpler IM drives, such as the pumps, compressors and the 
heating, ventilation and air conditioning drives are eligible, 
as well as are numerous more specific applications such as 
the elevator drives [2], running mostly with less than a half of 
the rated torque, and the electrical/hybrid vehicles, where the 
energy saving increases the zero/low emission range [3]. The 
IMD power loss reduction is most easily achieved by 
implementing a loss minimisation controller. The benefit of 
this approach is its applicability to standard, off-the-shelf 
induction motors (in contrast to the second possible 
approach, which is design and manufacturing of a non-
standard ‘high-efficiency’ motor). Worthy results have been 
achieved over the last two decades, as summarised in a 
number of excellent surveys [4-7]. In [6], an extensive 
overview with over one hundred references identifies three 
distinct approaches to optimum efficiency (minimum loss) 
control. The use of the  the displacement power factor or the 
rotor slip frequency for the power loss reduction is addressed 
in [8-10]. The search controllers (SC) [11-17] minimise the 
drive input power by iterative adjustments of the flux 
command. Input power is a parabolic function of the flux, 
that has strictly positive second derivative with the regime-
dependent minimum that can be found by various search 
procedures [11-13,17], including fuzzy and neuro-fuzzy 
methods [14-16].  

The search control solutions have unpreceden-ted 
parameter independence and the precision is compromised 
only when the input power dependence on flux is too smooth 
and flat around the minimum. However, even with a constant 
output power, a SC never reaches the steady state and 
produces continuous flux and torque pulsations around the 
optimum operating point. With search times of well over a 
second duration and even exceeding 7 seconds [1], the SC is 
of no practical value in drives with fast changing loads. 
Abrahamsen [1] finds that the SC in the pump drive load 
cycle offers only a half of the LMC-obtained power loss 
reduction. Reduction of the search time to below 2 seconds 
has recently been achieved using ‘golden section’ search 
technique [17]. Nevertheless, the problem of slow 
convergence remains to be the major drawback of SCs. In 
addition, the load torque pulsations and the input power 
measurement errors interfere with the search procedure and 
may lead to a large drift and instability.  

LMC response is smooth and fast, for they use a 
functional model of the system losses to determine the 
optimum flux for the given load and speed. This is the main 
advantage of the LMC approach over the SC method and is 
an obvious solution for all the contemporary drives, both 
sensored and sensorless, which have d-q reference frame 
based control system and therefore anyway require some 
knowledge regarding the controlled motor. Regardless of 
whether a loss model controller is applied in the form of the 
single-phase equivalent circuit [18] or in the d-q frame [19], 
accurate values of motor parameters are required for the 
correct operation. Precise modelling of both the fundamental 
and harmonic losses makes the IM equivalent circuit 
parameters insufficient and requires the PWM frequency 
phenomena to be considered as well. Harmonic and stray 
losses are frequency, temperature and saturation dependent 
and only indirectly controllable. Loss function gets further 
complicated if the drive converter losses are taken into 
account. Successful LMC applications [1,2,5,19-24] 
therefore deal with a simplified function considering the 
main flux-dependent power losses, while neglecting the 
secondary loss components. Commissioning of the loss 
function parameters at the drive power-up does not secure 
precise modelling of the loss function components having the 
temperature, frequency and saturation dependence [23]. LMC 
approach is therefore heavily dependent on parameter 
variation effects and simplifying assumptions made in the 
formulation of the loss function. These LMC drawbacks lead 
to a sub-optimal flux setting. The problem can be solved by 
implementation of an on-line identification routine for the 
loss function parameters, as discussed next. 

This paper proposes a novel loss minimization 
algorithm is proposed. The intention is to preserve the LMC 
benefits while insuring precise drive loss modelling by means 
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of an on-line identification routine. The loss function concept 
is adopted to gain the robustness against the drive and the 
load originated noise, while keeping the flux convergence 
fast at all the relevant speeds and loads. The implementation 
requiring no a priori knowledge of the loss function 
parameters is assumed as the principal design goal. On-line 
loss function identification is developed and implemented to 
secure precision of the optimum, acquire the robustness 
against the thermal and frequency drift in parameters, and 
waive the need for the motor parameter entry, leading to a 
user-free drive commissioning. On-line identification of the 
loss function parameters is made possible by measuring the 
input power of the drive. The proposed algorithm can 
therefore be viewed as combining good features of both the 
search controllers and loss model controllers, while 
simultaneously eliminating the major shortcomings of these 
two methods. In particular, the need for precise knowledge of 
the motor loss function parameters, which is the major 
drawback of the LMC (while lack of it is the main advantage 
of the SC) is eliminated by the on-line identification routine. 
On the other hand, the problem of slow convergence towards 
optimum efficiency point, which is the main drawback of the 
SC (while fast convergence is the major advantage of the 
LMC) does not occur since the algorithm operates in a 
similar way to ordinary LMCs.  

Efficiency controller derived in this paper is  
concieved to be simple, requiring no additional hardware and 
having no adverse effect on the drive cost and complexity. 
The loss function identification is implemented in 32-bit 
fixed-point arithmetic that can easily be handled by DSP-core 
micro-controllers [25,26] used in most industrial IMDs. The 
structure of the loss function and the implementation details 
related to the on-line identification are elaborated in Section 
II. Proposed minimum loss controller is outlined in Section 
III. The experimental results are given in Section IV, where 
the resulting energy savings are compared to those obtained 
with the SC approach. Finally, Section V summarises the 
conclusions. 
2.  IDENTIFICATION OF LOSS FUNCTION 

Energy conversion within the converter and motor 
leads to the power losses in the motor windings and magnetic 
circuit, as well as the conduction and commutation losses 
[27] in the inverter. The motor losses are dominant in low 
power drives [5,24] and become comparable to the inverter 
losses for medium and high power drives. In addition to flux-
dependent motor and inverter losses, there exist flux-
invariant losses, which cannot be reduced by the flux 
variation, so that only the flux sensitive losses have to be 
modelled and identified. Precise loss modelling is essential 
for the loss minimisation. The presence of skin effect, 
saturation phenomena, thermal and frequency drift of the 
winding resistances and an increase in the iron losses in the 
presence of the PWM ripple [28] make the fixed-coefficient 
functional approximation of the drive power losses extremely 
difficult. As the winding resistances are two or more times 
higher at the PWM frequency [29], while the operating 
temperature, saturation and stray flux have significant impact 
on the fundamental loss component [6], both harmonic and 
fundamental losses call for a variable coefficient, on-line 
updated functional representation. Such a loss function 

including all the secondary effects can hardly be identified 
on-line, due to a multitude of coefficients, noisy environment 
and a limited word-length of the fixed-point drive controllers 
[25,26]. The loss function of a reasonable complexity is 
therefore defined next.  

Power losses can be expressed in terms of the drive 
variables readily available within the digital controller 
internal RAM. These are the flux estimate or command (Ψd), 
the magnetising (id) and the torque generating (iq) component 
of the stator current, the stator angular frequency (ωs ) and 
the rotor speed estimate or feedback (ωr). Depending on the 
power rating, the inverter losses are 3-5% and their main 
constituents are the rectifier, inverter conductive and the 
inverter commutation losses. With nearly constant voltage 
drop across the rectifier diodes and the DC-link current being 
basically proportional to the IMD output power and hence 
the load, the rectifier losses are considered flux-invariant. 
Conductive losses of a MOSFET inverter are proportional to 
is

2 = id
2 + iq

2, while the IGBT bridge has the conductive loss 
component depending on the stator current average value, 
and the one proportional to is

2. The gate drive levels 
influence the conductive loss of both MOSFET and IGBT 
inverters. With the switching times having a gradual increase 
with the current amplitude, the commutation losses are 
proportional to iα, where the exponent α is greater than one. 
Therefore, the error made by modelling the overall flux-
dependent inverter losses as ( )222

qdINVsINVINV iiRiRP +==  is 
consi-dered reasonably small, in particular when medium and 
low power IMDs are under consideration, where the motor 
losses prevail anyway [5].  

Losses in the motor consist of hysteresis and eddy 
current losses in the magnetic circuit (core losses) and the 
losses in the stator and the rotor conductors (copper losses). 
The rotor core losses, being dependent on the slip frequency, 
are substantially smaller than the stator ones. At nominal 
operating point, the core losses are typically 2-3 times 
smaller than the copper losses [5], but they represent the 
main loss component of a lightly loaded IMD. The main flux 
power losses are modelled by   with p∈ 
(1.5...2) [27]. The exact value of the exponent p depends on 
the relative ratio of hysteresis to eddy current losses. The 
stray flux losses depend on the form of the rotor and stator 
slots and are frequency and load dependent [27]. In view of 
the EU requirements for 1.1...90kW motors classified into 
EFF1..EFF3 groups according to their efficiency curves, the 
total secondary loss (stray flux, skin effect and the shaft stray 
losses) must not exceed 5% of the overall losses. Considering 
also that the stray losses are of importance at high load and 
overload conditions, while the efficiency optimiser is 
effective at light load, the stray loss is not considered as a 
separate loss component in the loss function that is to be 
formulated shortly. The fractional exponent p in the core loss 
representation is to be avoided in order to facilitate the 
implementation on low-cost 16-bit fixed-point DSP devices 
[25,26] used in most contemporary drives. The entire 
frequency dependent losses are therefore represented as 

 with p=2. It should be noted however that 
formal omission of the stray loss representation in the loss 

p
sdFE cP ω2Ψ=

p
sdFE cP ω2Ψ=
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function and simplified modelling of the stator frequency 
dependent losses have no impact on the accuracy of the 
algorithm for on-line identification. These approximations 
will be simply reflected in variation of one of the loss 
function coefficients (defined below), associated with stator 
frequency, as function of the operating conditions. Hence the 
optimal flux adjustment remains unaffected by the modelling 
imperfections.Based on the previous considerations, the input 
power to the drive is given by the following equation: 

rqdsdqdIN idcibiatP ωω Ψ+Ψ++= 2222)( ,  (1) 
with .  INVRSINVS RRRbRRa ++=+=   and  

For the power loss modelling, parameters a, b and c 
must be accurately known. The fourth factor in (1) is the 
power delivered to the load (POUT). When the input power 
(PIN) measurement is available, exact POUT is needed in order 
to acquire correct power loss value and avoid the coupling 
between the load pulsations and the efficiency optimiser. At 
the first glimpse, there is no need to identify the parameter d, 
since its value can be readily calculated. However, the rotor 
speed and the flux estimates may be in error due to the 
parameter drift, causing eventually an offset in the  iqΨd ωr 
term. Driven by the PIN (id, iq, Ψd, ωr, ωs) best fit search, the 
on-line adjustments of the d-parameter can rectify this 
problem and is therefore included in the on-line identification 
routine. 

Efficiency optimisation proposed in this paper decides 
the flux level from the analytical minimum of the loss 
function contained in (1), in which the optimal flux depends 
upon the drive speed, torque and the parameters a, b, and c. 
The uncertainty of the initial value and the eventual 
parameter drift require an on-line identification procedure. 
The concept adopted hereafter consists in tracking the drive 
input power PIN   and the internal variables (id, iq, Ψd, ωr, ωs). 
The acquired data are further correlated and the parameters 
(a, b, c, d), that provide the PIN best fit according to (1), are 
derived. The PIN derivation from the stator voltages and 
currents is susceptible to PWM-related errors, and it does not 
account for the inverter losses. Therefore, the input power is 
derived from the DC-link current and voltage, with a lower 
PWM noise contents. The additional benefit of this approach 
is that the iDC(t) and vDC(t) samples are already available 
within the drive controller: iDC for protection and control 
purposes, and vDC for dynamic braking, soft-start circuit 
operation and the PWM compensation. Notice in (1) that four 
PIN samples, corresponding to four distinct sets of id

2, iq
2, 

Ψd
2ωs

2 and Ψd ωr iq signals, produce a system of four 
equations with the a, b, c, and d as unknowns. The solution is 
readily available, provided the system matrix is not singular.  

Noise and measurement errors, approximations made 
in deriving (1), along with a potentially insufficient 
excitation brought in by the input signals are all in favour of 
using additional input information. This means acquiring 
M>4 sets of input signals and PIN  samples, leading in turn to 
a redundant set of M equations. Moore-Penrose [30,31] 
based pseudo-inverse of rectangular PMx4 matrix (PINV block 
in Fig. 1) gives Wg=|ag,bg,cg,dg|T as an approximate solution 
of the equation PW=Y, such that the value of ||PW-Y|| is 
minimum (i.e. the modulus of the error vector in 
multidimensional space is the closest possible to the origin in 

quadratic sense). Thus the abovementioned problem for 
higher values of M can be resolved. However, limited word-
length (16-32), fixed-point core and 32-bit [25] to 36-bit [26] 
accumulators of applicable drive controllers impair the 
precision for large P-matrix dimensions, making the choice 
of M a design compromise.  

Proposed identification procedure is illustrated in Fig. 
1. The inputs to the algorithm are the samples of id

2, iq
2, 

Ψd
2ωs

2, Ψdωr iq and PIN = vDC iDC
F. They are acquired every 

τ = 200µs (the iDC
F

 signal is obtained from lightly RC filtered 
DC-link current, over-sampled at a 12.5µs rate by 10-bit 
DSP-integrated ADC unit [25]). As the high frequency 
components do not contribute to the W = |a, b, c, d|T 

identification, the input signals and the input power PIN  are 
averaged within Qτ intervals, outputting YN, AN, BN, CN  and  
DN  each T=Qτ time units. The averaging is implemented as 
the sum of Q consecutive τ-spaced samples of each signal 
(Fig. 1):  
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Correct operation of the identifier requires the proper 
choice of Q Notice in Fig. 1 that a sequence of M changeless 
values of YN ...DN  makes the matrix PTP singular and the 
desired Wg values inaccessible. Hence, the averaging interval 
T=Qτ  should allow most of the input disturbance energy, 
related to the speed error fluctuations, the load torque and the 
flux dynamics to pass into matrix P, providing in such a way 
sufficient excitation for the Wg

 identification. For the ease of 
1/Q division (Fig. 1) Q=210=1024 is selected, resulting in 
T=204.8ms. Notice in Fig. 1 the column-vectors 
P(:,1)...P(:,4) created from M successive values of AN ...DN, 
and the M-sized vector Y made out of YN  averaged power 
samples. The credibility of Wg = |ag, bg, cg, dg|T, obtained 
from the PINV block, relies on the excitation energy 
contained in the input signals. Hence, in the absence of any 
input disturbance the matrix P becomes deficient and the Wg 
values obtained from P should be discarded. The indication 
of matrix P getting near to being singular or rank-deficient is 
its smallest singular value (e.g. the smallest nonnegative 
square root of the Q4x4 = PTP eigenvalues [30,31]). Laborious 
evaluation of 4x4 matrix eigenvalues σ1, σ2, σ3, and σ4 on a 
16-bit DSP is avoided by considering det(PTP) = σ1σ2σ3σ4, 
already available as an intermediate result of the matrix PTP 
inversion in the block PINV in Fig. 1. Finally, the P-matrix 
spectral norm and the confidence in Wg are measured by 
WW= det(PTP)0.25 ( upper right in Fig. 1).  
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Fig. 1. Derivation of the parameters a, b, c and d from 

input signals. 
Eventual possibility of long-term operation with all 

the drive variables at constant value prevents the parameters 
in Wg from being directly used by the loss function in (1). 
The identification mechanism given in Fig. 2 therefore tracks 
the difference ∆W between the stored We integrator output 
and the acquired Wg. Whenever the ‘weight’ signal WW 
exceeds WMIN, indicating a satisfactory amount of energy in 
P matrix and a sufficient reliability of Wg parameters, the 
‘GAIN’ signal assumes a non-zero value, enabling in such a 
way the convergence of the We output towards the Wg input. 
The value of GMAX = 0.5 s-1 limits the maximum rate of We 
change. The WMIN choice depends on the noise, specific A/D 
resolution and the DSP word-length and is therefore defined 
in Section IV on the basis of several experimental runs. 

 
Fig. 2. Identification of the loss function parameters a, 

b, c and output power parameter d.  
 

3. FLUX CONTROLLER 
Assuming linearity of the magnetic circuit,  Ψmd = 

Lmimd and considering equation (1) would reduce to  

rqdmsdmqdsrqdININ iiLdiLcibiaiiPtP ωωωω +++== 22222),,,()(  (3) 

since for d-axis variables in any steady state the rotor d-axis 
current equals zero and therefore imd = id. With the desired 
torque Tem, the power loss Pγ is resolved in terms related to id, 
Tem

  and the supply frequency ωs, as follows: 
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In the absence of saturation and specifying the rotor 
time constant Tr and the slip frequency 

mdqRrsslip iR Ψ≈−= ωωω , the power losses are expressed 
in terms of the operating conditions (ωr and Tem) and the 
magnetising current:  
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Now, the steady-state optimum is readily found, based 
upon the loss function parameters (a, b, c and d) and the rotor 
time constant:  
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Parameter γ2(Tr) in (6) comes as a consequence of the 
iron losses PFE depending on the supply frequency ωs  and 
not the rotor speed ωr. Notice in (6) that γ2(RR) << γ1, as the 
ratio (γ2/γ1) may be proved to be inferior to relative iron 
losses (PFE/Pnom << 1).  Therefore, the rotor resistance 
uncertainty has an insignificant impact on the id

opt
 value 

derived from (6). Moreover, even +/-25% drift of γ2 in 
conjunction with PFE = 0.05 Pnom results in an id

opt offset less 
than 0.1%. However, analytical optimum derived from (6) 
does not have any practical value. As shown in [12,18], the 
non-linearity of the magnetising curve Ψmd=f(imd) has to be 
taken into account for the proper operation of the efficiency 
controller.  

For induction motors, the following magnetising curve 
functional approximation has been proposed [32]: 
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where the nom
mdi  and Ψnom are the rated magnetising 

current and flux values, respectively. For standard induction 
motors, parameters β=0.7 and S=9 provide precise estimation 
of the imd  up to flux levels of 1.1 [p.u.] [33]. In the case of 
high efficiency motors [32], the saturation is less emphasized 
due to a lower flux density, and the best fit for the parameter 
β  in (7) shifts towards β=0.9. The function (7) fails as the 
flux level drops below 0.1 [p.u.], where the magnetizing 
curve bends and inflects as it comes closer to the origin. 
However, for the flux range of practical interest, extending 
from 20% to 100%, the approximation (7) with β=0.7 and 
S=9 is sufficiently accurate for efficiency control calculations 
of standard induction motors. In such a way, parameter 
setting is limited to the definition of the rated values 
( ) on the Ψnom

nom
mdi Ψ, md=f(imd) magnetising curve.  

Considering saturation phenomenon, the loss function 
assumes the following form: 
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In the light of (7), the id
2 in (8) involves factors 

 and makes unfeasible the analytical expression 
for the optimum flux value. On the other hand, the linear case 
analytical solution in (6) involves as well a relatively 
complex y(x) = x

189  and mdmd ΨΨ

0.25 calculation. Division, fractional power 
and trigonometric calculations on fixed-point 16-bit DSP 
controllers [25,26] involve multi-cycle, lengthy routines 
incompatible with the real time requirements. Programming 
method frequently used to resolve such problems 
corresponds to the operation of SAR [34] – successive 
approximation register A/D devices. The abovementioned 
example y(x) = x0.25

 is solved by searching the y value 
resulting in y4=x. For an n-bit precision of y, the search 
procedure executes n-times the loop, wherein a new modified 
value of y, ya is attempted, the test ya

4 > x  is performed, and 
the ya value is further driven according to the test result. The 
looping starts by setting the MSB of the ya=0 word and 
clearing it back to zero when (ya

4 > x) = TRUE. It proceeds 
by testing all the n-bits in decreasing order, ending with the 
LSB and obtaining in such a way the n-bit binary word 
representing y(x) = x0.25.  

Identical approach is used in calculating Ψmd  leading 
to a minimum Pγ (Ψmd) of (8). Strictly positive ∂2Pγ /∂Ψmd

2 
reduces the problem to finding the Ψmd=Ψopt value where the 
first derivative g(Ψmd)= ∂Pγ /∂Ψmd (Eq. (9)) changes the sign; 
i.e. g(Ψopt)=0. For most frequently encountered Pγ  slopes in 
Ψmd=Ψopt region [1,4,11], an error of 1/1024≈0.1% in Ψopt 
leads to an insignificant increase in PIN (0.0003%, sensitivity 
results in Table I). Therefore, a 10-loops successive 
approximation procedure is written, searching for the 10-bit 
Ψmd argument that results in  g(Ψmd)=0. In each step (see (9) 
below), the values of Ψmd

-3
, Ψmd

9 and Ψmd
17 are calculated, 

multiplied by P1..P4 parameters and summed into g(Ψmd). 
Implemented in 24x device [25], procedure of finding the 
optimum requires approximately 4000 instruction cycles and 
an execution time of 0.2 ms. Notice at this point that the 
parameter values P1..P4 are derived from on-line retrieved We 
= [ae be ce de]T loss function coefficients (Figs. 1 and 2).  
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The SAR method applied to (9) returns the Ψmd = Ψopt, 
the flux value reducing the power losses to the minimum for 
the given load conditions (Tem, ωr). The magnetizing current 
imd

*= f(Ψopt), corresponding to the optimum flux is readily 
obtained from (7). Applied to the drive (id

* = imd
*), the d-axis 

current reference cannot force the flux to Ψmd=Ψopt optimum 
instantaneously. The flux dynamics (Fig. 3) and the rate of 
change depend on the d-axis current command and the rotor 
time constant Tr. The flux optimum Ψopt = f(Tem, ωr) is 
reached with a Tr  delay, when the load speed and torque may 
already change. Seeming inconsistency is common to all the 
SSC, LMC and SC solutions. For an unpredictable character 

of the load torque, the efficiency controller is to drive the 
system towards the steady state optimum [1,2,4-6,9,11], 
calculated from the current values of the Tem and ωr. Finding 
the optimum flux trajectory in transient states requires a 
priori knowledge of the load torque and the load cycle, 
unknown in most cases.  

In the cases of rapid flux transition, the id
* reference 

should exceed temporarily the imd
* optimum, accelerating the 

flux convergence towards the optimum. However, large flux 
transients and forced id

* >>imd
* magnetisation produce the d-

axis rotor current reaction and a notable increase in both 
rotor and stator losses [12]. Therefore, proposed efficiency 
controller involves a smooth d-axis current reference 
generation. The id

* signal is calculated each Teff = 10 ms by 
solving ( ) 0=Ψmdg , deriving imd

*= f(Ψopt) from (7) and 
limiting the slope did

*/dt to 0.1 [p.u./ms]. A consequence of a 
limited slope is that the flux drift changes the net torque for 
the given iq

*, introducing in that way an undesired coupling 
between the speed/torque and the efficiency controller [2,11]. 
Decoupling of these loops requires the iq

* reference 
adjustment: the q-axis current is calculated from the actual 
torque reference Tem

* and the present value of Ψmd, obtained 
from the non-linear flux estimator (Fig. 3).  

Derived in the previous sections, the proposed 
solution overcomes the drawbacks of the existing optimum 
efficiency controllers. It eliminates the need for initial 
settings and improves the precision through the on-line loss-
model identification, while enabling fast convergence, 
obtainable with LMCs. Potential sources of errors are at the 
first sight the omission of the secondary loss components 
(see discussion prior to (1) in Section II), and the issue was 
thoroughly investigated through the experimental runs. 

 
Fig. 3. Flux estimator. 

 4. EXPERIMENTAL VERIFICATION 
Proposed solution is directly applicable in any type of 

vector controlled induction motor drive, in both sensored and 
sensorless mode. It is for this reason that the on-line 
identification algorithm was described in terms of the general 
flux Ψd , without specifying whether the flux is stator, air-
gap or rotor. The inputs of the on-line loss function 
parameter identifier of Figs. 1-2 (id

2, iq
2, Ψd

2ωs
2, Ψdωr iq), as 

well as the electromagnetic torque required for solving the 
optimum flux equation (9), could be obtained in various 
ways, depending on the actual structure of the vector control 
system. In principle, either reference or estimated (if 
available) values could be used. However, having in mind 
that the optimum flux setting is to be determined for the 
subsequent time interval rather than for the previous time 
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interval (to which the estimated values would apply), the 
natural choice is to use the reference values within the 
control system. This consideration applies to the stator 
current components, electromagnetic torque and flux values. 
Angular frequency ωs is always available within a vector 
control system and rotor speed of rotation can be a measured 
value, an estimated value or a value calculated from known 
frequency ωs and the reference angular slip frequency value. 
The last of the three possibilities is used here. As far as the 
motor data are concerned, the algorithm requires the 
knowledge of only the rated magnetising flux and rated 
magnetising current, the data that are anyway required in any 
vector controlled induction motor drive. Finally, rotor 
resistance needs to be known and this is again a standard 
requirement for vector controlled drives. It should however 
be noted that sensitivity of the algorithm to rotor resistance 
variation is extremely small, as illustrated in Section III. 

Developed structure is verified experimentally 
through the series of test runs with a standard 4-pole, 50 Hz, 
2.2 kW induction motor coupled to a separately excited DC 
generator, used as controllable load. The loss model 
identification and the efficiency optimiser are coded in 
assembler language on a TMS320F243 device running at 
20MHz [25], hosting at the same time all the other drive 
control function of a MOOG manufactured DBS 8/22 
standalone single-axis vector controlled drive unit. The 
overall control system structure is illustrated in Fig. 4, where 
inter-linking and signal flows between controller constituent 
parts (Figs. 1-3) are shown. As can be seen in Fig. 4, all the 
inputs for the on-line loss function parameter identification, 
as well as the motor torque, are obtained using the reference 
signals of the indirect rotor flux oriented controller. It should 
be noted that the magnitude of the rotor flux and the d-axis 
magnetising flux are considered to be the same in this 
implementation. This condition holds true in any steady state, 
while the difference between the two is negligibly small 
under transient conditions with rotor flux oriented control, so 
that this approximation has no impact on the accuracy of the 
algorithm. The identification procedure (Fig. 1) is 
implemented with Tspl =12.5µs over-sampling of the RC-
filtered DC-link current, τ=200µs sampling of the drive 
internal variables required in (1), Q=1024 and hence 
T=Qτ=204.8ms averaging interval and M=50 Y-vector 
length, leading to a 50x4 P-matrix and a Tg = MQτ = 10.24s 
refresh time of the Wg = [ag, bg, cg, dg]T loss function 
parameters.  

The signals in Fig. 1 are represented as 32-bit fixed-
point numbers except the input signals (id, iq, ...), that are 
Q14, 16-bit words. The P-matrix compilation, consisting of 
the data collection and averaging, is interrupt-driven and 

involves approximately 2.5e6 instruction cycles (or 128ms) 
within each Tg = 10.24s interval. The Wg and Ww calculation 
(on the right in Fig. 1) is done only once each 10 seconds, 
and is therefore executed in the background (‘main loop’). It 
involves less than 1.5e6 instruction cycles, corresponding to 
the execution time of 75ms. In addition, each Teff = 10ms the 
value of Ψmd=Ψopt is derived from (9) by SAR method, 
requiring 4000 cycles and 200µs. Hence, proposed efficiency 
controller uses less than 5% of the available processing 
power, leaving enough execution time for the other drive 
control functions.  

The purpose of the first set of test runs is to  verify the 
adequacy of the PIN approximation in (1) and loss model 
formulation of (4). The excitation to the Wg  identifier is 
insured by injecting 0.1 p.u. saw-tooth signal in both d- and 
q-axis current references (it should be noted however, that 
the algorithm is in essence test-signal-free; the signal 
injection is used here for the testing purposes only and the 
issue will be clarified later on, after some additional tests 
have been performed). Under perfectly ideal operating and 
modelling conditions, the loss function parameters a, b and c 
would have been constant regardless of the motor speed of 
rotation and load torque values. The relative changes of loss 
function parameters ag, bg and cg (ar = (ag-a0)/a0, br = (bg-
b0)/b0, cr = (cg-c0)/c0) are plotted for the worst-case Tem found 
and the operating frequency sweeping from zero to the rated 
value in Fig. 5. The copper-losses related ag and bg 
parameters stay within the ±0.5% range, while the relative 
change of the core loss coefficient cg exceeds 1% for the 
shaft speeds lower than 10%, due to the adoption of the 
simplified  core loss model. In simple terms, 
inaccuracies introduced in modelling of the core losses and 
omission of the explicit stray loss representation are 
automatically corrected by the on-line identification of the 
coefficient c, so that the term  corresponds at any 
given frequency to the actual sum of the core and stray losses 
(i.e. stator frequency dependent losses). A similar 
consideration applies to the thermal drifts in resistance 
values, that are reflected in values of the coefficients a and b 
and therefore automatically compensated by the on-line 
identification algorithm. 

22
sdFE cP ωΨ=

22
sdc ωΨ
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Fig. 4. The complete control structure of the indirect rotor flux oriented induction motor drive with implemented 

optimum efficiency controller. 
 

As shown in Fig. 6, the load dependence of the Wg 
parameters is tested at the rated speed and with the load 
torque sweeping from 0 to 1.5 p.u. (i.e. 22.5 Nm). For the 
load ranging from zero to 120%, all the parameters stay 
within the ±1% range. Parameter cg exceeds the 1% error 
band for loads in excess of 120%, at which point the stray 
losses increase due to high stator and rotor currents.  

 
 

Fig. 5. Speed dependence of the loss function 
parameters. Tem = 10 Nm (2/3 p.u.), ωr sweeps from 0 to  
ωnom. ar = (ag-a0)/a0, br = (bg-b0)/b0, cr = (cg-c0)/c0, where 

a0=0.1411, b0=0.21 and c0=0.0617.  

 
 

Fig. 6. Load dependence of the loss function 
parameters. Tem sweeps from 0 to 22.5 Nm (1.5 p.u.), 

ωr=ωnom. The ar, br and cr  are explained in Fig. 5.  

 
It has to be noted that the system proposed in Figs. 1-3 

may reach the required precision even at ωr <10%, provided 
the drive operates in this regime for several Wg identification 
cycles, required for the We vector (Fig. 2) to reach the steady 
state value [ae, be, ce, de]T. On the basis of Fig. 5, this new 
We(ωr <10%) value may have the ce parameter differing from 
nominal c0 by up to 7%. Notice as well that the algorithm for 
on-line identification of the loss function parameters could, 
on the basis of these considerations, be executed only once 
and the values of the coefficients a, b and c would still 
suffice for all the load torque values below 120% and all the 
speed values above 10%. The algorithm is nevertheless kept 
running continuously in the implementation, so that the best 
possible efficiency is ensured at all speeds and for all load 
torque values. In the second set of experimental runs (Fig. 7-
9), the goal is to recognise the minimum disturbance required 
for a reliable identification of the loss function parameters 
and to enact the criterion function threshold (WMIN  in Fig. 
2). The drive is running at the rated speed ωr = 147 rad/s, 
loaded with Tem = 10 Nm (0.67 p.u.) and having the rated 
magnetising current. In Figs. 7-9, the experimental traces of 
relative variations ar, br and cr are shown, along with the 
corresponding Ww criterion function, included for the 
reference. The ar, br, cr and Ww values are passed from the 
DBS drive to a PC over the RS485 link.  In Fig. 7, the 
torque reference (q-axis) is undisturbed, while the 
magnetizing current (d-axis) comprises on top a slow 
swinging (10 s) triangular form disturbance ∆id(t) with an 
adjustable amplitude. The traces indicate that a 0.05  
disturbance (0.035 I

nom
mdi

nom) is required to keep the relative errors 
below the 1% treshold. Corresponding value of Ww is 0.006. 
In Fig. 8, a similar test is performed with disturbance applied 
to the torque reference (q-axis), keeping at the same time the 
d-axis unperturbed. Required torque disturbance for the 
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estimate errors better than 1% is 0.05 p.u, and the coinciding 
Ww value is 0.005.  

 
Fig. 7. Relative change in a, b and c estimates and the 

Ww criterion function versus ∆imd ranging from 0 to 0.1  
(0.07 i

nom
mdi

nom). Ramp shaped ∆id(t) disturbance with a Tid = 10s 
period and a ∆imd amplitude is superimposed on the id

* 
(M=50). 

It can be seen that with a P-matrix 50x4 (M=50), the 
appropriate value for the WMIN treshold is 0.005-0.006. The 
data processing in Fig. 1 and in particular the Qτ averaging 
require disturbance energy be spread in the frequency range 
below 5 Hz. Supposed case of a complete steady state 
without any disturbances in either of d- or q-axis would lead 
to a Ww(=0) < WMIN, discarding the Wg estimates (Fig. 2) and 
keeping We unnaltered. To activate the identifier having 
M=50 vector lengths, either d- or q-axis (flux or torque 
current) should have a superimposed disturbance with an 
amplitude of at least 0.05 p.u. (according to Figs. 7 and 8). 
The disturbance does not need to be a rapidly varying 
quantity. The required disturbance is of such a small value 
that it is likely to be always present in the drive, eliminating 
therefore the need for its external generation. In the case of a 
long term steady state operation, and assuming that a 
perfectly smooth running of the drive is achieved (without 
any existing fluctuation in d- and q-axis currents), a self-
imposed ∆id

* =0.035 inom slowly varying ramp (i.e a ramp 
generated by the DSP programme; this approach was used 
for the tests described in conjunction with Figs. 5-8) would 
suffice (Fig. 7) to refresh the parameters, having at the same 
time the torque generation undisturbed owing to decoupling 
mechanism given in Fig. 3.  

 
Fig. 8. Relative change in a,b and c estimates and the 

Ww criterion versus ∆Τem ranging from 0 to 0.1 Tnom. Ramp 
shaped load torque disturbance with a Tq = 5 s period and 
the ∆Τem amplitude is produced by the excitation control of 

the DC machine (M=50). 
 

 
Fig. 9. Relative change in a,b and c estimates and the 

Ww criterion function versus ∆Tem defined as in Fig. 8. The P 
matrix columns and the Y vector length  are increased from 
M=50 to M=250, and the Wg refresh time Tg = MQτ  from 

10.24s to 51.2s.  
 It is of interest to investigate the influence of the 

vector length M and the ammount of the input disturbance 
required for the identification. The experiment charted in Fig. 
8 is repeated with M=250, resulting in a 250x4 P-matrix and 
Tg = 51.2s refresh cycle. A longer acquisition time extends 
the disturbance energy collection, increases the det(PTP) 
value and reduces the necessary d- and q-axis disturbance. 
As from experimental traces in Fig. 9, the Ww treshold can be 
reduced to 0.002, while the minumum disturbance level 
required for the proper identification reduces to 1%. The 
eventual choice of M value clearly depends on the expected 
rate of change in the loss function parameters (i.e. the 
thermal time constants) and the amount of the RAM memory 
available within the digital drive controller. The next set of 
experimental runs verifies the sensitivity of the proposed 
scheme to the measurement noise. Since it is desirable to 
have a test-signal-free solution, a higher resolution than 8-bit 
should be used. Based on the results in Figs. 7-9 and the 
noise sensitivity, the 10-bit A/D resolution is sufficient for 
the application, since it ensures that the naturally existing 
disturbance in the drive is sufficient for the excitation of the 
on-line identification function (i.e. a test-signal-free solution 
is obtained). A further resolution increase may contribute to a 
further performance improvement. Incorporation of 12-bit 
A/D unit within compact single-chip DSP controllers is 
already available [26]. The last set of experiments compares 
the effectiveness of the proposed efficiency controller to the 
one obtained with a conventional search controller. The 
experimental traces of the flux and the drive power are 
grouped in Fig. 10 for the pulsating torque operation at 1450 
rpm. Flux traces are the output of the non-linear flux 
estimator of Fig. 3. The steady state high-torque and low-
torque flux and PIN values obtained with the proposed 
efficiency controller and the SC are equal down to the 
resolution limits, proving that the proposed solution reaches 
the true optimum. The SC waveforms are slow on the load 
transients. For the load cycle in Fig. 10, proposed controller 
reduces the overall energy consumption by 13.32%, 
compared to the SC.  
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Fig. 10. The flux and the input power experimantal traces for 
the proposed efficiency controller and the search controller 
running both with Teff = 10ms sampling time at 1450 rpm. 
The torque steps from approximately 1 Nm to 15 Nm and 
back each 10 seconds. The drive is running in the speed 

control mode, and the load pulsing is performed by switching 
the resistive load in the armature circuit of the DC machine. 

 

 
Fig. 11. A comparison of the flux and the input power 

experimantal traces for the proposed efficiency controller 
and the search controller for the case of rapidly varying load 
torque. All the data as in Fig. 10, except that the load torque 

steps from low to high value and back each 4 seconds. 
It should be noted that only the existing disturbance 

within the drive is used for activation of the on-line 
identification algorithm in this test. The experiment 
illustrated in Fig. 10 applies to a relatively slowly changing 
load torque (10 s period of the load torque change). Another 
experiment is therefore performed, in essence identical to the 
one shown in Fig. 10, but this time for a rapidly varying load 
torque. The load torque now changes every 2 s from low to 
high value and vice versa (4 s period). The results are shown 
in Fig. 11. As can be seen in Fig. 11, the SC controller does 
not manage to establish the operation with the optimum flux 
adjustment, due to its slow convergence and rapid nature of 
the load torque change. In contrast to that, the proposed 
controller is characterised with extremely rapid convergence, 
so that the optimum flux level is reached during the drive 
operation for each torque value setting without any difficulty. 

In this case the proposed controller reduces the power 
consumption by 26.5 %, compared to the SC controller. 

5. DISCUSSION AND CONCLUSIONS 
In this paper, a novel method for minimum loss 

control of induction motor drives is proposed. The developed 
optimum efficiency controller can be viewed as an original 
combination of the SC and LMC, since input power is 
measured, while the optimum flux value is calculated. The 
proposed controller is therefore of novel and unique 
structure, compared to all the optimum efficiency controllers 
proposed in the past. The idea of the proposed method is to 
retain good features of both the SC and LMC approaches, 
while eliminating their major drawbacks. The input power 
measurement is used in order to identify on-line the loss 
function parameters. This eliminates the problems 
encountered in LMC implementations and related to the 
parameter variation effects during the drive operation and the 
requirement for a priori knowledge of the motor parameters. 
Using the on-line identified loss function parameters, the 
optimum flux value is calculated, so that the major drawback 
of the SC method, slow convergence, is eliminated as well. A 
very accurate and very fast optimum efficiency control is 
achieved in this way, which does not require any knowledge 
regarding the controlled motor, except for the values that 
have anyway to be known beforehand for any induction 
motor drive (rated magnetising current and flux, and rotor 
resistance). The complete algorithm, consisting of the on-
line identification routine, the optimum flux value calculation 
and the non-linear flux estimator, is described in detail and is 
further implemented in a DSP. Detailed coverage of all the 
relevant issues related to the actual DSP-based 
implementation is provided, ensuring therefore repeatability 
of the proposed solution. The first part of the experimental 
investigation examined the behaviour of the on-line 
identified loss function coefficients against the drive load 
torque and against the operating speed. It is shown that for all 
the speeds higher than 10% of the rated and for all the load 
torque values below 120% it would suffice to identify only 
once the loss function parameters and to use these values for 
all the other operating conditions within these limits. 
Nevertheless, to ensure the best possible operation over the 
entire speed and load torque regions, the on-line 
identification routine is kept running at all times. It is also 
shown that the modelling inaccuracies, present in the 
formulation of the loss function, are automatically 
compensated by the on-line identification routine. Next, the 
minimum level of disturbance required for the excitation of 
the on-line identification routine was investigated in detail. It 
is concluded that the required level of disturbance is so small 
that it is likely to exist anyway in any drive in which the 
controller is implemented. Should the need arise, the required 
disturbance can be generated by the DSP in such a manner 
that operation of the flux, torque and speed loops is not 
affected. Finally, operation of the complete efficiency 
optimisation algorithm is tested for a slowly varying load 
torque and a rapidly varying load torque, and is compared to 
the operation of a classic SC. The results demonstrate the 
superiority of the proposed solution, since significantly 
higher energy saving is achieved, especially for the case of 
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rapidly changing load torque. The fact that the solution does 
find the optimum flux value, corresponding to the minimum 
input power, is confirmed by the comparison with the SC 
operation as well. It is believed that the proposed minimum 
loss control algorithm has a rather general validity. Apart 
from being directly applicable to a variety of sensored and 
sensorless vector control schemes for induction motor drives, 
it can be easily extended to other types of AC motor drives, 
such is for example a synchronous reluctance motor drive. As 
a mater of fact, the optimum efficiency control method 
developed here is applicable to any electric motor drive that 
has one degree of freedom, required for the optimisation.  
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POWER QUALITY: STATE OF THE ART AND FUTURE TRENDS  
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Abstract: The paper introduces the terminology and 

basic definitions related to power quality (PQ). It describes 
and justifies the need for the research in this important area 
and discusses some of the latest developments in this field of 
research. The paper then indicates some of the future trends 
of research and areas in which further research and 
development are needed having in mind de-regulation of 
electrical power industry and perceived increase in 
penetration of renewable energy sources in electrical power 
networks. 

Key Words: power quality, definitions, sags, 
harmonics 
1. INTRODUCTION 

Power Quality is a phrase used to broadly encompass the 
entire scope of interaction among electrical suppliers, the 
environment, the systems and products energized, and the 
users of those systems and products. It is more than the 
delivery of "clean" electric power that complies with industry 
standards. It also involves the maintainability of that power, 
the design, selection, and the installation of every piece of 
equipment (and software) in the electrical energy system. 
Covering the entire electrical system, stretching from the 
generation plant to the last utility customer, power quality 
can be perceived as a measure of how the elements 
affect/interact with a system as a whole.  

Though, quality of electricity supply has been a problem 
ever since the conception of electricity, it only started to 
receive considerable attention from researchers and industry 
in 1980’s. With increasing integrated circuit densities, faster 
processor speeds, increasingly sensitive equipment, and 
growth in application of Programmable Logic controllers 
(PLC), high efficiency Variable Speed Drives (VSD) and 
Shunt Capacitors (SC) for Power Factor (PF) correction, the 
chances of interference occurring rose sharply. Therefore, the 
need arose for better understanding of the whole 
phenomenon in order for the adequate preventive actions to 
be taken to ensure that the production processes continue to 
operate satisfactorily. A part from the introduction of 
sophisticated equipment in production processes, there is also 
an increased awareness of power quality issues by the end-
users that put an additional pressure to utilities which are 
already exposed to an increased competitiveness due to 
deregulation of electrical power industry. 

Because of the aforementioned the need for solutions to 
potential power quality problems grows rapidly. The ultimate 
reason for increased awareness of Power Quality issues is an 
economic value. The major drivers for the increased interest 
in this topic can be sub-divided as follows: i) Industry is 
facing revitalization with more automation and modern 
microprocessor and power electronic controlled highly 
sensitive equipment (VSD, PLC, etc.) ii) The electricity 
customers became more aware of their rights and negotiating 
power and demand low-cost electricity of high reliability and 
quality that suits their particular needs. iii) Deregulation of 
Electrical Power Industry brings increased competition 
among utilities to meet and maintain customer confidence. 
There is no longer one single utility that supplies electricity 

but a number of independent companies that compete to 
retain existing customers and expend their customer base. iv) 
Governments’ commitments to meet the requirements of 
Kyoto protocol about the reduction of green-house gases in 
the atmosphere fostered the shift in electricity generation 
from large power plants connected to the transmission system 
towards smaller units connected at lower voltage levels and 
using renewable energy sources (sun, wind, photovoltaics) 
for generation of electricity. Most of those are connected to 
the network through power electronics devices that 
potentially may introduce further power quality disturbances. 
v) Manufacturers of electrical power equipment and 
appliances are facing extremely competitive market that 
requires thorough understanding of transmission and 
distribution power system disturbances and problems that 
may arise from them in order to apply appropriate design and 
protective measures in their products. 

The fact is that modern power utilities are supplying the 
power of as good or even better quality than in the past 
however, the electrical environment is too uneven for the 
sensitive microprocessor and power electronic equipment 
being installed to improve industry performance control and 
to enhance everyday life at home. The quality of their 
product - electrical power starts to count a lot among their 
customers.  

As some of the problems related to power quality are 
relatively new and in spite of the fact that power quality 
analysis, monitoring and solutions have been included in the 
electrical engineering curriculum over last ten years many 
generations of engineers have not been trained for these 
topics, while being confronted with them on a daily basis. 
Many European (and other national) standards still lag in 
modern installation practice in the United States and the UK. 
Power quality standards do exist, but in many countries they 
are not obligatory or are interpreted differently by energy 
users and suppliers. Therefore there is a need for further 
education and training in this important and expanding area. 

This paper offers some of the definitions of power quality 
related phenomena and presents an overview of major issues 
and trends facing electrical power utilities, industry and 
research community.  
2. TERMS AND DEFINITIONS 

In order to understand and successfully deal with all the 
issues associated with power quality it is necessary to set 
terms of reference to avoid potential confusion and 
misunderstanding between various parties involved. There is 
a need for common terminology in order to: i) Avoid 
confusion from many different terms that have similar 
meanings. ii) Develop standards for characterizing and 
categorizing monitoring and measurement results. iii) Permit 
statistical analysis of data obtained from different sources. iv) 
Facilitate communication when describing encountered 
problems. 

An ideal, perfect power supply would be one that is 
always available, always within voltage and frequency limits 
(tolerances) and has pure disturbance free sine wave. In 
reality however, this is seldom the case. As the voltage is the 
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main parameter at the pint of interaction between the utility 
network and the customer and a common denominator for all 
customers connected to the network, definitions of power 
quality are often related to voltage quality. It is said that the 
power quality is good if the voltage: i) Has a constant sine 
wave shape with fundamental frequency only. ii) Is supplied 
at constant, rated frequency. iii) Forms a symmetrical three-
phase power system. iv) Has a constant root-mean-square 
(RMS) value, unchanged over time. v) Is unaffected by load 
changes. vi) Is reliable, i.e., the energy is available when 
required.Complementary term to voltage quality is current 
quality. It is required that the current drawn by the 
customer’s equipment is a single-frequency sine wave of 
constant amplitude and frequency and that the current sine 
wave is in phase with the supply voltage sine wave. The 
power quality therefore, would be the combination of voltage 
and current quality.  In broader terms, the power quality 
problem is defined [1] as any occurrence manifested in 
voltage, current, or frequency deviations which results in 
failure or misoperation of end-use equipment. The term 
power quality itself is the reflection and expression of 
remarkable evolving, growing and improving of various 
technical aspects of both delivering and using of electrical 
energy. International Organization for Standardization (ISO) 
defines [2] quality as the ability of a product or service to 
satisfy user's needs, and quality of service as the collective 
effect of service performance which determines the degree of 
satisfaction of a user of the service. The keywords used 
(user’s satisfaction) are the main reason for most of 
ambiguities related to the PQ, as various users, i.e. 
customers, have different expectation about the PQ. Those 
customers who are either likely to incur financial losses, or 
suffer a potentially hazardous situation are most interested in 
clear definition of the PQ and adequate PQ maintenance. 
Today, mainly industrial customers with continuous 
processes are those who are willing to invest in order to 
obtain improved quality of supply [3-6]. Although this sector 
on average comprises less than 5-10% of all customers, total 
losses and damages caused by the various PQ disturbances 
there are expressed in millions (or even billions) of funds per 
year [7,8].   

In related standards, current definitions of power quality 
have different formulations, and according to that, different 
interpretations. The most encountered and used definitions of 
the PQ are: i) Concept of powering and grounding sensitive 
electronic equipment in a manner that is suitable to the 
operation of that equipment (and compatible with the premise 
wiring system and other connected equipment) [9,10]. ii) Set of 
(technical) parameters defining the properties of the power 
supply as delivered to the user (in normal operating conditions) 
in terms of continuity of supply and characteristics of voltage 
(symmetry, frequency, magnitude, waveform, etc.) [11]. iii) 
Characteristics of the electricity at a given point on an electrical 
system, evaluated against a set of reference technical 
parameters [9] (part 61000-4-30). iv) Ability of a device, 
equipment or system to function satisfactorily in its 
electromagnetic environment without introducing intolerable 
electromagnetic disturbances to anything in that environment 
[9]. v) Estimate of the deviation with respect to specified 
explicit or implicit values of electrical energy supply, or of the 

aggregate supply criteria ensured by an electrical system, [2] 
(part 161-01-7). 

As it can be seen from the above definitions even the 
basic term used as a common denominator – power quality – 
has different formulations: voltage quality, current quality, 
quality of power supply, service quality, electrical energy 
quality, electromagnetic compatibility, quality of 
consumption, etc.   

Power quality disturbances/variations can be broadly sub-
divided in two categories: 1. Disturbances (Transients  

Voltage Sags (Dips) and Swells, Interruptions of 
supply) 

2. Steady State Variations (Voltage Regulation, 
Harmonic Distortion, Voltage Flicker) 

Some of the definitions (though they also vary dependent 
on the source) of the most frequently used power quality 
terms (broadly based on IEEE 1159 standard) are given 
below for the completeness of discussion: 

Overvoltage: An increase in the RMS value of voltage 
above 110% for more than 1 min. (Different value from 
110% can be used if the normal operating voltage is outside 
the 90%-110% range.) 

Interruption: A decrease in the RMS voltage to less 
than 0.1 p.u. for a duration not exceeding 1 min (short 
interruption / in excess of  1 min (long interruption). (The 
total loss of supply followed by automatic restoration of 
supply.)Voltage Sag (Dip): A short duration (less than 1 min) 
reduction (between 0.1 p.u. and 0.9 p.u.) in RMS voltage. 

Voltage sag magnitude: The remaining RMS voltage 
in percent or per-unit (p.u.) of the pre-fault voltage during the 
“event”. (In the case of the non-rectangular sag, the sag 
magnitude is a function of time.) 

Voltage drop: The difference between the pre-”event” 
RMS voltage and the RMS voltage during the “event”. 

Voltage sag duration: The duration of the RMS 
reduction of the voltage sag. (The persistent time that the 
voltage of the phase with the lowest magnitude is lower than 
0.9 p.u. of the nominal voltage.) 

Point-on-wave of sag initiation: The phase angle of 
the voltage at the moment the voltage waveform shows a 
significant drop compared to its normal waveform. (The 
phase angle is measured with respect to the last upward zero-
crossing of the voltage waveform.) 

Phase-angle jump (shift): The difference in voltage 
phase-angle between the pre-“event” voltage and the voltage 
during the sag. ( A positive phase-angle shift indicates that 
the phase-angle of the during-“event” voltage waveform 
leads the pre-“event” waveform.)  

Voltage unbalance (imbalance): A condition in which 
the three phase voltages differ in magnitude, are displaced from 
their normal 1200 phase relationship, or both. 

Voltage notch: A switching or other disturbance of the 
normal voltage waveform, lasting less than 0.5 cycle and 
initially of the opposite polarity to that of the waveform. 

Transient: A sudden, non-power frequency change in 
the steady state condition of the waveform of voltage, current 
or both that is unidirectional in polarity (primarily either 
positive or negative) – impulsive transient  / that includes 
both positive and negative polarity values – oscillatory 
transient.Voltage Flicker: The modulation in the RMS value 
of the fundamental frequency voltage component. 
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(Impression of unsteadiness of visual sensation induced by a 
light stimulus whose luminance or spectral distribution 
fluctuates with time.) 

Harmonics: Sinusoidal component of a periodic 
waveform having a frequency that is an integer multiple of a 
fundamental frequency (50Hz or 60Hz).  
3. MAJOR ISSUES 

It has to be pointed out that the power quality, or rather 
inadequate power quality becomes an issue only if customers 
suffer some (appreciable) financial loss.   Based on the losses 
to production incurred to customers due to inadequate power 
supply over recent years two power quality events emerged 
as the most significant ones namely, voltage sags and 
harmonics.  These two particular phenomena will be 
addressed in more detail in the sequel. 

3.1 Voltage sags (dips) 

The faults in the power system are the major cause of 
voltage sags (dips) on the electric delivery system. Three 
phase (symmetrical) faults lead to severe sags at a large 
number of buses over wide geographical region (depending 
on the network topology). These faults fortunately, are very 
rare in the power system. Single line-to-ground fault and 
other asymmetrical faults typically cause sags with higher 
magnitudes however, they are much more common in the 
power system. The adverse weather conditions (lightning 
strikes), contamination of insulators, animal contact and 
accidents involving construction or transportation activities 
are typical causes of the faults in the power system. 
Lightning is the most common cause of faults on overhead 
lines in transmission and distribution networks and it is very 
dependent on weather conditions and geographical region 
[12]. For faults caused by lightning strikes, there is a strong 
correlation between sag incident rate and flash density (the 
number of lightning flashes per square kilometre per year) 
[13]. Normally customers do not experience an interruption 
following a transmission system fault. However, the entire 
power system, including the distribution system (or parts of 
it), will experience voltage sags [14]. This is due to the fact 
that transmission networks are of a highly meshed topology, 
which facilitates voltage sag propagation. For the faults in 
distribution networks (typically having a radial topology) a 
single line (feeder) may trip following the fault, or customers 
connected to that feeder (and eventually adjacent feeder) may 
experience voltage sags with low magnitudes while the rest 
of the network remains largely unaffected. Voltage sags 
affect each phase of a three-phase system differently 
depending on the nature of disturbance (symmetrical or 
asymmetrical), transformer and equipment connections. As 
the large number of the equipment in customers’ plant is 
single-phase, it is important to assess voltage sag 
performance of the bus for each phase separately. Using only 
the lowest of the three phase voltages or the average voltage 
of the three phases to characterise the sag may result in 
erroneous results for both single-phase and three-phase 
equipment [15-17].   

Major consequences of voltage sags include unwanted 
tripping of sensitive controls, dropping out of relay contacts, 
motor contactors and electromechanical relays, high-intensity 
discharge lighting, Adjustable Speed Drives (ASD), 
Programmable Logic Controllers (PLC), computers, 

numerically controlled machines and other devices connected 
to the supply through ac/dc rectifiers (due to drop in dc 
voltage and large inrush current after voltage recovery). As 
most of these devices can be found in modern industrial plant 
or commercial facility no wander that losses to customers due 
to voltage sags have been estimated in various recent surveys 
to hundreds even billions of dollars per annum.  

Undoubtedly the monitoring of voltages at power system 
buses is the best way to assess voltage sag performance of 
the bus. This approach however has several disadvantages: 
The monitoring period can be very long (several years) if 
accurate results are required [18]; The extraction of the 
relevant information about sag characteristics may be very 
difficult and extremely time consuming; The consequences of 
system changes (network topology, generation pattern, 
loading conditions, etc.) are difficult to assess; The 
extrapolation of the results of monitoring to sites not 
monitored could give unreliable assessment of voltage sag 
performance [18]. The other possibility to assess voltage sag 
performance is by means of computer simulations. The main 
advantages of simulation based stochastic prediction of 
voltage sags are: It doesn’t take many years of monitoring to 
achieve the required accuracy. (Providing that the 
appropriate mathematical models are used.) It is possible to 
assess voltage sag performance of a system that does not yet 
exist; Voltage sag performance for various network 
topologies, generation patterns, loading conditions, etc. can 
be assessed. 

3.2 Harmonics 

Higher harmonics in power system appear due to periodic 
distortion of the voltage or current waveform. The distortion 
comes from nonlinear devices, principally loads though 
nonlinear elements in the network also contribute to waveform 
distortion. Some load equipment does not draw a sinusoidal 
current from a perfectly sinusoidal voltage source, i.e., the 
relationship between voltage and current at every instant of 
time is not constant. Harmonic currents flowing through the 
system impedance result in harmonic voltages at the load. So 
the voltage distortion is the result of the interaction between 
harmonic currents drawn by the nonlinear load and the 
impedance of the power system itself. It can be easily 
calculated as the product of corresponding harmonic current 
and system impedance at that frequency. Because of low 
equivalent impedance, the power system can normally absorb a 
significant amount of harmonic current without serious voltage 
distortion. (High short-circuit capacity systems will be able to 
absorb more harmonic current than weak, low-capacity 
systems.) [19-22] 

Harmonic sources can be broadly divided in three groups: 
a) Saturable devices (due to: physical characteristics of the 
iron core): transformers, rotating machines, nonlinear 
reactors. b) Arcing devices (due to: physical characteristics 
of the electric arc): furnaces, welders and fluorescent lighting 
(about 50% of a modern building’s load). c) Power 
electronics (due to semiconductor device switching which 
occurs within a single cycle of the power system fundamental 
frequency) including ASDs, DC motor drives, electronic 
power supplies, etc. 

The areas particularly vulnerable to harmonic distortion 
are commercial city centres [23,24]. The electrical load in 
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these areas mainly consists of  (mostly) single-phase 
electronic loads (switch mode power supplies), fluorescent 
lighting and ASD (for high voltage air conditioning systems 
in particular).  DC voltages for powering electronic and 
microprocessor based equipment are commonly derived from 
the output of single-phase full-wave diode bridge rectifiers or 
switch mode dc/dc power converters. High 3rd order 
harmonic current is typical for switch-mode power supplies. 
The 3rd order harmonic current components do not cancel in 
the neutral of a three-phase system which creates a concern 
of overloading of neutral conductors and overheating of 
transformers. In addition to present composition of loads in 
commercial areas switch-mode power supplies are beginning 
to find application in electronic ballasts for fluorescent 
lighting (which represent 40% - 60% of a commercial 
building load). So, the percentage of load which contains 
electronic power supplies is increasing and therefore 
possibility of even more acute harmonic problems.  

The increased voltage harmonic distortion results in 
[19,25,26]: i) Thermal stress (overheating of transformers, 
motors and cables) - through increasing copper, iron and 
dielectric losses; ii) Insulation stress - through the increase of 
peak voltage, i.e., voltage crest factor; and iii) Load 
disruption. It is generally characterised by: i) High crest 
factor, i.e., the ratio of peak current and RMS current. (In a 
pure sine wave crest factor is 1.41 while on a nonlinear load 
crest factors of 5 have been recorded. Such high crest factor 
can cause operation of breakers with low tolerance to 
transient currents): ii) Voltage flat topping (electronic 
equipment is sensitive to this as it relies on the peak voltage 
to charge its power capacitor). 

There is along list [20,22,25,26] of consequences of 
harmonic distortion in power system. Some of the most 
frequent are listed below: interference with communication 
circuits (telephone interference - 800Hz), capacitor or 
transformer failure, capacitor fuse blowing, transformer 
overheating at less than full load and decreased efficiency 
which requires de-rating of transformers (K-factor 
transformers), motor overheating (usually for voltage distortion 
levels above 8%), high neutral currents  (this is major concern 
in commercial buildings as neutral to earth voltages create 
common mode noise problems, circulating currents flowing in 
transformers, high voltage drop at loads and eventually failure 
of neutral conductor), unstable operation of zero-crossing 
firing circuits (semiconductors are switched at zero-crossing to 
reduce electromagnetic interference) dielectric breakdown of 
insulated cables, breaker (higher di/dt at zero-crossing) and 
fuse (both, due to higher harmonics (skin effect) and spikes) 
nuisance tripping, digital clocks, real time clocks, video 
cassette recorders, microwave timers etc. gaining time, 
horizontal lines of display interference on video display units 
and TV receivers, shimmering displays, pixel jitter and colour 
variations on high resolution monitors, PC’s and PLC’s 
“hanging” requiring soft boot or power off to reset, hard disc 
data corruption, interference with power meters (induction disk 
W-meters where the error can be as high as 35%), flickering 
incandescent lighting, audible noise due to resonant problems 
caused by harmonics in discharge lighting, etc. (Most of these 
problems (but not all) are usually triggered by either series or 
parallel resonance between incorrectly rated power factor 
correction capacitors (sometimes even by high capacitance 

cables) and system impedance (mainly transformer impedance) 
which leads to amplification of harmonic currents and voltages 
generated by the nonlinear load.) 

Harmonic analysis method [21,26-31] can be generally 
divided in four stages: i) Preliminary assessment (hand 
calculations to determine system resonant frequencies). ii) 
Harmonic measurements (to characterise the behaviour of 
harmonic sources. iii) Computer simulations (to investigate 
different conditions and system configurations). iv) Solution 
development (i.e., changing capacitor sizes and/or locations 
and installing harmonic filters). As far as computer 
simulations are concerned as the only appropriate method for 
multi scenario analysis and initial solution development there 
are the following options available:  i) Time domain 
simulations [32] where the system is modelled in detail and a 
time-domain simulation is performed until steady-state is 
reached, identification of steady-state and computation time 
are limiting factors though actual waveforms can be obtained 
and subsequently analysed using Fourier analysis. ii) 
Harmonic load flow studies where [33-35] calculation of 
harmonic currents from voltages is performed with inclusion 
of power flow constraints (actual system conditions can be 
considered). iii) Linear admittance matrix solution (frequency 
domain studies) where a separate system model is developed 
for each frequency component included in the study. The 
frequency scan gives a visual picture of impedance levels and 
potential voltage distortion. The major difficulty in applying 
this method is in the choice of the impedance values for 
different components, particularly for higher frequencies 
[28]. The other potential drawback is the assumption that the 
current waveform of the nonlinear load is not significantly 
affected by the voltage waveform [36] iv) Hybrid approach 
where time domain simulations and frequency scan analysis 
are combined. 
4. FUTURE RESEARCH DIRECTIONS 

Voltage sagas and harmonics have been already identified 
as two major power quality issues facing modern utilities and 
their customers. Therefore, future research directions in these 
two areas will be discussed in the sequel in more detail. 

As far as voltage sags are concerned the questions that 
remained unanswered so far include: i) Voltage sag 
characterisation and indices. Majority of existing standards 
and monitoring / benchmarking projects define voltage sagas 
as two-dimensional events with voltage sag magnitude and 
duration being main characteristics. Other sag characteristics 
namely, point on wave of sag initiation, phase angle jump 
and in particular sag asymmetry (in case of three phase 
voltage sags) remain largely excluded from sag description 
and characterisation though it has been already demonstrated 
that the equipment is sensitive to those other parameters as 
well.  Fundamental research is needed therefore on 
characterisation (description) of voltage sags with respect to 
more than two parameters and development of both 
equipment sensitivity indices and system performance 
indices for system benchmarking. Ideally this research should 
lead to development of a single index (or set of indices) that 
can be used for both purposes. Of particular importance here 
is characterisation and description of three-phase equipment 
sensitivity to three phase events. ii) Extraction of voltage sag 
characteristics from actual recordings of system sag 
performance. A large number of monitoring projects in 
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various networks around the world have been already 
completed (or are under way) with the aim to assess system 
voltage sag performance based on monitoring system 
voltages at selected buses. It is therefore, required to develop 
suitable technique for extraction of relevant information 
about sag characteristics from huge date bases containing 
monitoring results. Data mining techniques in combination 
with signal analysis techniques could be used for this 
purpose. iii) Further development of stochastic/probabilistic 
methods for the assessment of system sag performance and 
validation of these techniques against monitoring results. The 
limitations of stochastic/probabilistic methods for prediction 
of system sag performance should be established as well as 
the extent to which power system model needs to be 
developed in order to obtain results of simulations that match 
monitoring data. iv) Having in mind perceived increased 
penetration of renewable distributed generation into power 
system the influence of voltage sags on converter connected 
generators in particular should be investigated. v) Along the 
similar line, the influence of large penetration of renewable 
generation on network sag performance should be 
investigated having in mind different possible generation 
patterns and different generation mix (i.e., conventional, 
wind, converter connected). vi) Further research is also 
needed in the area of design of mitigation equipment (though 
not exclusively related to voltage sags) and improvement of 
ride through capabilities to voltage disturbances of end user 
equipment. vii) It is generally accepted view that the voltage 
sags are important as much as they cause disruption of 
production and financial losses to customers. It is of 
fundamental importance to develop methodology for the 
assessment of potential financial losses to different classes of 
customers due to voltage sag. Risk analysis in combination 
with probabilistic methods could be used in this purpose. The 
methodology could be used to justify (or not) investment in 
mitigating equipment, which is still very often of prohibitive 
costs to a lot of customers.  

The major issues that require further investigation in the 
area of harmonic studies include: i) Validation of network 
and individual load models to be used in harmonic studies. In 
particular validation of simulation results through 
comparison with harmonic measurements. ii) Development of 
probabilistic harmonic models for aggregate loads  (e.g., 
large commercial buildings or industrial plants) to be used in 
large system simulations. iii) Development of analytical 
techniques for the assessment of system harmonic 
performance and optimal filter placement without having to 
perform time domain simulations or frequency scan. Inherent 
structure theory [37] after suitable modifications could be 
used for this purpose.  iv) Investigation into allowable 
harmonic distortion levels that different equipment can 
withstand without major malfunction or disruption. v) 
Development of control algorithms for large pulse-width –
modulated (PWM) converters that will allow harmonic 
mitigation. This is particularly important when large PWM 
converters are used as the interface between renewable 
distributed generators and the network or when they are part 
of large motor drives. vi) Further development of active 
filters in order to increase their ratings and broaden the are of 
application. 

5. CONCLUSIONS 
The paper presented short introduction to power quality, 

identified the importance of the area and major drivers 
behind recent increased interest in this line of research. It 
further presented an overview of existing (sometimes 
conflicting and ambiguous) definitions of power quality and 
definitions of different (most widely investigated) power 
quality phenomena. As the power quality is very broad 
subject covering many different phenomena and processes 
the paper focussed in the second part on discussing in detail 
two phenomena namely, voltage sags and harmonics, that are 
generally viewed as being the most important power quality 
phenomena facing modern utilities and industry. Finally the 
paper identified possible future research directions in both of 
these areas. 
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Abstract: The aim of this paper is to present power 

electronics/energy trends in automotive industry. After 
examining the car energy economy, an overview of 
semiconductor components trends is given, followed by 
general survey of novel energy sources like hydrogen energy 
(internal combustion and fuel cells) and photovoltaic.  In the 
end an important subject of safety in automotive electrical 
development is presented. 
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1. INTRODUCTION 
The automobile electrical system is nowadays 

undergoing a real revolution. Increased functionality, energy 
saving, environmental issues, reliability/safety demands and 
performance/cost optimization are strong driving forces for 
the almost only industry branch unaffected by current 
economic situation. Industry established semiconductor 
component manufacturers are orientating more and more of 
their facilities towards automotive applications. The 
automotive OEMs are seriously appreciating the electrical 
system influence on the car performance and price and are 
more ready to further invest in this area, which can clearly be 
seen both through the R&D investments and through the 
serious increase in number of automotive subcontractor 
companies. In order to minimize green-house effects as well 
as the use of the world’s fossil fuel reserves, the efforts in 
“clean energy” cars development are intensified, leading to 
new use of alternative energy sources and electrical energy 
storage components. 

The purpose of this paper is to present power 
electronics and energy trends in automotive applications. 
After a semiconductor components overview, a survey of 
novel energy sources (hydrogen and  photovoltaic) is given.  
In the end an important subject of safety in automotive 
electrical development is presented. 
2. SEMICONDUCTOR COMPONENTS 

Semiconductor area in automotive power electronics 
has two strong motivators for further development: high cost 
of the car generated electricity and the move towards 42V 
board net, dictated by market demanded increase in 
functionality (X-By-Wire systems, electric actuators, EMC, 
etc.). In addition, increase in the system complexity together 
with required safety level implies the use of self-diagnostic 
capable actuators and sensors as well as the fail-safe or fail-
silent actuators.  

The cost of automotive electricity can be calculated as 
follows [1]: Petrol has a heat energy content of 43.5 MJ/kg 
and a density of 0.73 kg/L, which gives volumetric energy 
content of about 32 MJ/L, or round 8.8 kWh/L. If the first 
approximation of car engine efficiency is <40% and the 
combined efficiency of alternator/belt is around 45%, a liter 
of petrol gives approximately 1.6 kWh to a car's electrical 
system. Lead-free petrol in Germany costs about 1.08€, 
leading to the cost of car generated electricity of about 

0.675€/kWh. For the comparison, the price of 1kWh in 
residential area in Germany is around 0.0116€, almost sixty 
times less expensive.  

Also, increased functionality leads to extended power 
demand. The required average power consumption is given 
in fig. 1. According to the German OEMs group “Forum 
Bordnetz” initiated originally by Daimler-Chrysler AG, the 
peak power demand in year 2005 will be around 22kW, some 
10 times greater then average. 
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Fig. 1. Average electric power consumption. 

Power electronics, compared to its well established 
industrial applications, is relatively new for automotive. 
There are three important challenges: reliability, 
electromagnetic compatibility (EMC) and cost. Reliability: 
The ambient temperature range can vary from -40˚C to 
125˚C leading to great thermal stress on power modules and 
electrolytic capacitors; Severe vibration require specific 
mechanical design of the connectors and fasteners; Salt and 
water spray require sealed packaging for converters. EMC: 
Both conducted and radiated noise can cause malfunction of 
other electronic equipment. Cost, especially with the high 
production volumes in auto-industry, is the main factor – in 
order to make the power electronics more present in car 
production the goal is to reduce current price to its fourth. 
2.1. 12V Board net 

A typical 12V board net [1], [2] is presented in fig. 2. 
Basic trends are to: Replace electromechanical relays, fuses, 
end switches in dashboard control with semiconductor 
switches; Minimize the power losses of the switches used; 
Move to the electromechanical actuators from hydraulic ones 
(active suspension, electromagnetic valves); Have intelligent 
self-protected actuators with integrated bus communication 
system for both the actuator control and the status feedback. 
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Fig. 2. 12V board net. 

Power MOSFET, with its fast switching frequency 
and low board net voltages is still a component of choice for 
automotive. In the mid ‘90s nominal on-resistance was 
100mΩ-200mΩ. Due to trench-technology it has been 
minimized to 4mΩ-10mΩ. Typical high side smart power 
switch functionality (BTS Series - INFINEON) for dash-
board controls is shown in fig. 3, while an example of a quad 
low side switch with QSPI interface (MC333xx Series - 
Motorola) is in fig. 4. 

 
Fig. 3. High-Side switch. 

 
Fig. 4. Low-Side switch. 

2.2. 42V Board net 
In order to further optimize the car electrical system 

[3] and to enable the X-by-wire applications [4], [5] (brake-
by-wire, steer-by-wire, etc.) a 42V system voltage has been 
proposed. Advantages of this include: Current decrease 
(factor 3), cable cross-section minimization, efficiency 
increase (up to 85%), semiconductor cost optimization, EMI 
minimization and enabling of new applications. 

Single battery architecture (cost and size optimized) is 
presented in fig. 5 [1], [2], where the only car battery is a 
36V one, while in similar dual battery system an additional 
12 battery is installed. Dual battery system on the other hand 
has the start-up function separated from the storage function. 
None of those is still accepted as a standard solution. 

 
Fig. 5. 42V board net. 

 
3. ALTERNATIVE ENERGY SOURCES 

In order to minimize NOx, CO and CO2 emission as 
stipulated by standards and recommendations and to 
minimize the use of the world’s fossil fuel reserves, all 
automotive companies are intensifying their efforts in “clean 
energy” cars development. The petrol’s main competitor 
today is hydrogen. The only byproduct coming from 
“hydrogen power” is water. There are two main types of 
hydrogen cars: cars with internal combustion engine (ICE) 
and fuel-cell (FC) powered electric/hybrid vehicles.  Though 
the FCs are likely to win the competition on the long run, in 
the near future the serial produced cars with H2 powered ICE 
are more likely to appear. 

Three problems arise from the use of hydrogen: 
production, storage and infrastructure. The most promising 
way of hydrogen production is by electrolysis. However, this 
process requires a significant amount of electrical energy. 
For the completion the ecological cycle, a solar energy is 
often proposed. In order to store hydrogen in the reasonably 
sized tanks two methods are reported: pressurized and liquid 
H2 storage. While most of the car manufacturers prefer the 
pressurized storage, where the hydrogen is kept under 
pressure of up to 400bar, BMW is working on H2 tanks 
where the liquid hydrogen is kept at -253˚C. Daimler works 
on both technologies However, the biggest obstacle for H2 
powered cars is neither H2 production nor storage, but the 
lack of infrastructure.  From the technology perspective, the 
hydrogen refueling stations are still in the research phase, and 
from the market perspective, they are very costly. 
3.1. Hydrogen energy - internal combustion engine 

The use of ICE for “clean-energy” vehicles (most 
strongly pursued by BMW, also by Ford) has some 
significant mid-term advantages over fuel cells: Engine can 
be supplied with both hydrogen and petrol; the ICE 
technology and dynamics is mature and well characterized; 
motor production facilities need no change; CO2 free 
emission is achieved; production costs are low. All in all, it 
can be said that this technology provides a very good 
compromise between performance, cost and environmental 
influence. Its basic drawback is a lower efficiency compared 
to fuel cell powered electric cars. 

BMW tank for liquid hydrogen storage [6] is 
presented in fig. 2. The tank is of a complex double-wall 
design with a vacuum isolation between walls with around 50 
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isolator film layers. Such a system requires pressure, 
hydrogen concentration, filling and temperature control and 
is equipped with different power electronics converters 
controlling electromechanical valves, motors and resistive 
loads. 

 
Fig. 5. BMW liquid hydrogen tank. 

3.2. Hydrogen energy – fuel cells 
Originally applied in aerospace area, the fuel cells 

have been neglected for a long time as a “commercially non-
viable product”, but after a recent technology break-through 
they are considered as the most likely successor to the ICE 
[7]. There is a number of commercially available fuel cells; 
however, the most of them operate on high temperatures 
(even up to 1200˚C). Best suited for automotive (and the 
most used one) is the Proton-Exchange Membrane (PEM) 
fuel cell. Such FC operates on 80˚C and has a thin plastic 
sheet as an electrolyte. Fig. 6. presents a block diagram of 
such a system. 

Fuel cell has a small DC output voltage [8] (between 
1V and 2V) and high current capability and is accordingly 
packed into stacks. To power-condition the FC output a non-
isolated DC/DC converter is used. The type of the converter 
(buck or boost) is determined by the FC stack output voltage. 
The role of the converter is not limited to energy conversion - 
it also has to protect the system from slow output 
fluctuations, reverse currents and abrupt load changes. 

If a fuel cell is directly hydrogen supplied, the FC 
system consists of a stack and a converter. Some 
manufacturers try to avoid problems of hydrogen on-board 
storage by using some (easy to store and to tank) hydrogen-
rich fuel such as Methanol (CH3OH) or “clean-gasoline” 
(CHF). Through the reforming process methanol is converted 
into hydrogen. Addition of a reformer deteriorates system 
efficiency and leads to a limited CO2 emission. 

In addition, the FC systems can be divided in two 
groups according to application: APU (Auxiliary Power 
Unit) FC systems, where the FC is used to supply electronic 
devices on the board net and Propulsion FC Systems, where 
the FC system supplies a traction motor and inverter. In this 
area OEMs are not unified in the motor choice: while the 
European manufacturers seem to prefer permanent magnet 
synchronous motor, in USA is the induction motor mainly 
used, the Japanese use both technologies. 

 
Fig. 6. Fuel cell system. 

Table 1 gives an overview of the FC powered vehicles 
characteristic with the major OEMs.  

Table 1. FC powered vehicles 
Manufact./Model kW fuel application 

BMW/745h 5 H2 APU 
Daimler/NECAR4 70 H2 Tract./APU 
Daimler/NECAR3 50 CH3OH Tract./APU 

Fiat 7 H2 Tract./APU 
GM/Chevy S-10 25 CHF Tract./APU 

OPEL/Zafira Gen3 94 H2 Tract./APU 
Ford/Focus FCV 85 H2 Tract./APU 
Renault/FCHV 90 H2 Tract./APU 

PSA/Hydro-Gen 55 H2 Tract./APU 
VW/EU Capri 15 CH3OH Tract./APU 

Toyota/FCHV-5 90 CHF Tract./APU 
Honda/FCX 85 H2 Tract./APU 

Mazda/Premacy 85 CH3OH Tract./APU 
Mitsubischi/Space-

liner 
40 CH3OH Tract./APU 

Nissan 10 CH3OH Tract./APU 
3.3. Photovoltaic 

There are two basic applications of solar energy in 
automotive industry: on-board - where the solar cell is 
integrated in the car roof and indirect applications, where 
huge stationary photovoltaic systems are used to produce 
hydrogen. Such solar/hydrogen systems exist for instance in 
Neunburg – Wald/Bavaria (Germany) and in Mojava Desert 
(USA). However, due to technology limitations, current 
efficiency of this method is limited to 15%.  

Typical on-board application (Daimler, Audi, VW) is 
shown in fig. 7, where a solar cell (typical power 30W-
150W) is used to supply loads such as fan-motors or to 
charge the battery. Such system is often required to be self-
supplied and to operate when the car is switched-off. 

  
Fig. 7. Typical on-board photovoltaic application. 
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Solar array characteristic [9] is presented in fig. 8. In 
order to improve intrinsic low efficiency, a buck dc/dc 
converter is normally used and controlled to achieve 
maximum power point of the array. Since the solar cell 
operation is strongly dependent on the insolation and the 
temperature, a maximum power point tracking (MPPT) 
algorithm must be used. The basic goal is to adjust complex 
load (converter + load) impedance to the output impedance 
of the photovoltaic cell. Though different MPPT methods, 
such as: constant voltage reference, constant current 
reference, incremental conductance method, peak power 
tracking etc, have been reported, a constant voltage reference 
method is mostly used in automotive because of its low cost, 
although the system performance with this method is the 
lowest one. 

 
Fig. 8. Solar array characteristic. 

4. SAFETY CRITICAL AUTOMOTIVE DEVELOP-
MENT 

For safety critical automotive systems an optimum 
needs to be found between safety an the system costs. 
Therefore a design guide line needs to be established which 
gives a correlation between hazard potential and tolerable 
rates. Since there are established methods in Aero industries 
on how to design and certify safety critical fly by wire 
systems the standard (JAR) [10] shall be compared against 
the relevant standard for automotive systems (IEC) [11]. As 
Fig. 9 shows, both standards relate criticality to the potential 
of loss of human lives. From the detailed criticality 
definitions it can be concluded that the four criticality groups 
are slightly different scaled on the criticality axis. Taking 
these aspects into account it strikes that in the range of high 
hazard potentials the requirements for airworthy systems are 
much stricter than for automotive systems while there is a 
good matching in the range of low hazard potentials between 
both standards. For the definition of the actually required 
safety there are two aspects of relevance. First the tolerable 
frequency of severe accidents caused by system malfunctions 
within the system fleet on the roads is deemed to be less than 
1 / year. Second the size of the system fleet to be considered. 
This depends on the annual production and system life time. 
With these two aspects the safety requirement for SIL-3 
(Safety Integrity Level) automotive systems will end up to 
event rates between 10 -10 [1/h] and 10 -9 [1/h]. From these 
figures it can be concluded that there is quite a good 

matching between the safety requirements for aero engine 
systems and automotive systems. 

 
Fig. 9. Safety comparison JAR - IEC. 

Fig. 10 shows a process of a system architecture 
development at ATENA. Starting from an initial customer 
specification – here also named as ‘diffuse specification’ – 
the so called Top Events (undesired system malfunctions) are 
defined qualitatively. From the hazard potentials of these Top 
Events and from the probability of the hazard relevant system 
operating points the maximal rates of these Top Events are 
derived. Next, basic system concepts will be defined which 
should meet the performance and safety requirements. 
With this information, each system concept is subjected to an 
iteration loop of FTA (Fault Tree Analysis) and FMEA 
(Failure Mode and Effect Analysis) with each Top Event to 
achieve finally effort optimised system architectures and 
redundancy concepts for every basic system concept. These 
architectures will be assessed against feasibility and hardware 
effort. For visibility reasons the assessment results are listed 
in a matrix to derive the best suited system architecture out of 
the analysed system concepts. From this basis a verifiable 
system design specification and an Interface Control 
Document (ICD) are produced, which forms a base line for 
the further system development. From this process a system 
failure catalogue can easily be produced which is in 
particular very useful for the later software development. 

 
Fig. 10. System architecture development. 
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Fig. 11 gives a rough overview of the ATENA 
Software development process. Here the software 
development for a dual redundant control unit is presented. 
First block shows the development of Design Specification, 
ICD and system Failure catalogue. At the next step an 
Offline Simulation of the System is performed in which the 
control unit is modelled as a two channel box. In this phase 
the system and software requirements are validated and it 
also covers a first verification of the software design. Here 
the previously mentioned failure catalogue is used to test 
system behaviour on failure events in the different operating 
points. After the simulation shows satisfying results the 
control unit software will be automatically generated and 
down loaded into target hardware. The models of the control 
unit environment will be converted and downloaded in a 
dSpace processor system for real time simulation. The real 
time test phase starts with simulated system components and 
ends with a virtual system where many real system 
components are implemented. Finally the Control unit is 
tested in the real environment, which  

should be a demonstration that all aspects of the 
customer’s intent and the Design Specification are fulfilled. 
With an aero engine control unit this is a very important 
matter in the case of a first flight. 
5. CONCLUSION 

Power electronics found a wide application field in 
automotive electronics area. New functionality, energy 
saving, environmental issues, and performance/cost 
optimization are strongly influencing further development 
both in semiconductor manufacturing and in power 
electronics systems development. In addition, new challenges 
arise from “clean energy” cars development using the power 
electronics for alternative energy sources output 
conditioning.  

In order to make new cars safe and reliable, 
experiences from aerospace are used both in new standards 
and recommendations as well as in the system development. 

 

Fig. 11. SW and system development for a safety 
critical two channel system. 
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Abstract: The article is focused on the advanced 

power semiconductor converter area. The contribution deals 
with the principle analysis, construction and measured 
properties of the ZCS frequency converter. The examined 
converter is the series resonant current-type DC-link 
frequency converter. The converter is a kind of PWM 
controlled current-type frequency converter. The main 
advantage of this conception is almost sinusoidal output 
voltage and a small level of electromagnetic emissivity. It’s 
possible to reach higher efficiency by using the series 
resonant DC-link compared to the hard-switched inverter 
with a sine wave filter. The laboratory device with power 
about 3kW was built. This physical model based on IGBT 
with serial diode is controlled by DSP. The results of 
measurement are shown in the paper. 
Key Words: Converter Circuits, Converter Control, 
Resonant converters, Soft switching, ZCS converters 
1. INTRODUCTION 

The series resonant current-type inverters are intended 
for DC-link current-type frequency converters. The main idea 
of the paper is to enrich the current-type DC - link with a 
series resonant DC-link to reach the soft - switching of the 
converter. It’s possible to reach higher efficiency by using 
the series resonant DC-link compared to the hard-switched 
inverter. 
2. THE POWER TOPOLOGY 

The power topology is derived from the converter shown 
in [1]. The main parts of the power circuit are the input 
rectifier, output inverter and DC-link. The DC-link is a new 
conception, it uses the series resonant circuit to reach a zero 
current switching of the power switches. The converter has to 
be complemented by two capacitor batteries, which 
accumulate the energy of off-turned phases. The basic power 
topology is shown in the Fig. 1. The transistors T10 – T15 
together with diodes D10 – D15 build the current-type 
rectifier. The transistors T20 – T25 together with diodes D20 – 
D25 build the current-type inverter. It’s necessary to use 
diodes in series with IGBT transistors to eliminate the 
antiparallel diodes, which are included in almost all IGBT 
transistors. The capacitor batteries are set up of the capacitors 
C11-C13 and C21-C23. The DC link is build from inductors 
LDC, LR and Lsat and from capacitor CR. 
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Fig. 1. Basic power topology of the series resonant 

converter  
2.1 Work cycle of the DC-link 

A basic form of the DC-link is shown in Fig. 2. 

 
 

Fig. 2.  Basic form of the DC-link 

The DC-link works as follows. The inductor LDC 
accumulates energy during the working cycle and the IDC 
current is constant. An inductance of LDC is large, approx. 
1000x larger than LR. The capacitor CR and inductor LR build 
the series resonant circuit and the resonant current 
superimposes at node 1 to the IDC current. The ideal IR 
current waveform is shown in the Fig. 3. 
 

 
Fig. 3.  Ideal DC-link current IR

It is a description of an ideal resonant circuit. The UCR 
magnitude is directly proportional to the IDC current. But the 
real circuit isn’t without losses and the resonant cycles would 
be suppressed. So it’s neccessary to add some energy to the 
resonant circuit during the work cycle. 

It’s necessary to have some energy reserve to reach the 
stable run of the converter. The energy reserve supply the 
power losses in the resonant circuit and some energy is 
supplied into the output capacitors C21-C23. The principle 
how to get the energy to the resonant circuit is shown below. 

The DC-link is open-circuited at the zero point of IR. 
There is allowed the change of switching combination of 
both switching bridges at the zero point of IR current. The 
DC-link is kept opened, the current IDC flows in LDC charges 
CR and feeds the energy into resonant circuit. The amount of 
energy in resonant circuit can be derived as follows: 

1
2

1 2
1

LRR UCE ⋅=      (1) 

where 
CR is a capacity of resonant capacitor in F and ULR1 

voltage given on inductor LR at the beginning of the resonant 
cycle. 

The energy in inductor LR in point of maximal value of IR 
current can be derived similarly because all of the energy is 
accumulated in LR : 

 
2

2 2
1

RpR ILE ⋅=       (2) 
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where LR is resonant inductance, IRp peak current in 
resonant inductor, for unclamped converter reaches: IRp = 
(2.2 – 2.5) IDC  

We can derive from (1) and (2) and from energy 
consistence law: 

( ) DC
R

R
RP

R

R
LR I

C
LI

C
LU ⋅⋅÷=⋅= 5.22.21

 (3) 

where 
IDC current flown in LDC

3. CONTROL OF THE CONVERTER 
3.1 Output voltage control 

The converter employs a delta modulation technique to 
control the output voltage. The delta modulation technique is 
derived from binary hysteresis regulators. The hysteresis isn’t 
obtained by regulator insensitivity but it’s obtained by 
discrete time sampling. The delta modulation technique is a 
discrete control method of the converter, which works as 
follows.  

Inverter control algorithm computes the difference 
between the reference and the real output voltage values and 
determines the switching pattern for the next period to 
minimize the difference between the reference and real the 
voltages. The switching combination is shown in the Tab.1, 
where U* means required value of voltage. 

Rectifier control algorithm computes the difference 
between the reference and the real input current values and 
determines the switching pattern for the next period to 
minimize the difference between reference and real current. 
The switching combination is shown in the Tab.2, where I* 
means required value of current and the lowes difference 
means negative value of difference. 

Tab. 1. Switching combination of output three-phase 
inverter 

difuv = (Uu- Uv)– Uuv*, difvw = (Uv- Uw)– Uvw*,           
difwu = (Uw- Uu)– Uwu* 

highest absolute difference 
and its polarity 

Switching combinations 

difuv > 0 T22 , T21

difuv < 0 T20, T23

difvw > 0 T24, T23

difvw < 0 T22 ,T25

difwu > 0 T20, T25

difwu < 0 T24, T21

 
Tab. 2. Switching combination of input three-phase 

converter 
dif1 = I1 – I1*, dif2 = I2 – I2*,  dif3 = I3 – I3* 

conditions Switching combinations 
dif1 < dif2 < dif3 T11 , T14

dif3 < dif2 < dif1 T10, T15

dif1 < dif3 < dif2 T11, T12

dif2 < dif3 < dif1 T13 ,T10

dif2 < dif1 < dif3 T13, T14

dif3 < dif1 < dif2 T15, T14

3.2 The DC-link control 

The DC-link is controlled by simply compare method. 
This method needs a powerful controller, but it allows some 
inaccuracies in voltage measurements.  

The disadvantage of this method is it’s low working 
speed and it can be used in systems, which have powerful 
control system. For example, this task has to be done in 10µs 
- 50µs by resonant frequency 7 kHz.  

The advantage of this method is more stable run of the 
converter, because the critical UCR measurements are done 
repeatedly.  
4. THE LABORATORY MODEL OF SERIES 
RESONANT CONVERTER 

The laboratory device of the converter with the series 
resonant circuit is shown in Fig.4.  

Fig. 4. The laboratory device  
The IGBT-type BSM50GB120DN2 transistors are used 

in the laboratory device. It’s necessary to use HFA30PB120 
diodes in series with each transistor to eliminate the influence 
of anti-parallel diode build in the common IGBT transistors. 
The resonant circuit consists of the resonant capacitor CR 
(polypropylene pulse capacitor) and resonant inductance LR. 
The circuit in basic form isn’t control system failure proof, it 
needs an auxiliary circuit to protect against control system 
failure. The power semiconductors can be damaged by 
overvoltage rising from inductances, which occurs by 
opening inductance with nonzero current. The basic circuit 
topology (Fig.1) has to be also enriched by the overvoltage 
protection of the DC-link. The suitable concept of 
overvoltage protection is in using a fast thyristor and 
auxiliary circuits. The capacitors in input/output filters work 
with a hard current pulses and have to endure it. 

The DSP control kit eZdsp 2812 is used for control the 
laboratory model. It employs the DSP TMX 320F2812, 
which is able to reach the computing power up to 150MIPS 
and which has all the necessary peripherals on the chip. The 
C-programming language is used for implementing of the 
control algorithm into DSP. 

5. EXPERIMENTAL RESULTS 

The typical waveforms in the DC link are shown in 
Fig. 5. The converter supplies the induction motor 1kW, 
220/127V, 50Hz, 1450min-1. The waveforms of output 
voltage and current for output frequency of 50 Hz and 16,66 
Hz are shown in the Fig. 6. and Fig.7. The measured output 
voltage harmonics and the THD coefficient is shown in the 
Fig. 8. 
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Fig.5. Typical DC-link waveforms 

The channels for the next figures are: 1-output phase 
voltage, 2- output phase current 

 
a) 

 
b) 

Fig. 6.  Output current and voltage of the laboratory 
device. Output frequency 50Hz 

a) by zero of output load 
by output current 2A 

 
Fig. 7. Output current and voltage of the laboratory 

device. by output current 3A 
and output frequency 16 2/3Hz 
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Fig. 8. Results of output voltage harmonic and THD 

analysis 
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Abstract: This paper investigates the use of a series 

connected converter to solve the instability of the grid 
connected wind turbine with permanent magnet synchronous 
generator. Using simplified models and mechanical analogies 
it first introduces the solution of the control problem and then 
discusses some of its limitations. 
Key Words: PMSG, wind turbine, instability, active damping, 
series converter 

1. INTRODUCTION 
Unlike synchronous generators in the power plants, which 

usually have both regulated power input on the mechanical 
side and damper windings on the electrical side, wind-driven 
permanent magnet synchronous generators (PMSG) have 
neither. It is the main goal of this paper to show how a series 
connected converter from Fig. 1, can stabilize such a system.  
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Fig. 1. Wind turbine driven PMSG connected to the 

infinite bus through series converter. 

The study will focus on the simplified model from Fig. 2 
where the synchronous generator is modelled by a three-
phase voltage source uEMF and the synchronous inductance 
xS.  The amplitude of the voltage source uEMF equals the 
generator speed n.  The series converter and the grid are 
modelled as two additional three-phase voltage sources1.   

 

uGRIDn
uEMF

∼ ∼
uuSCSC

uGEN

xS ∼

 
Fig. 2. Simplified representation of the system. 

For the practical application of this approach the voltage 
rating (i.e. power rating) of the series converter should not 
exceed 20% of the generator rating. This limits the control 
authority of the series converter to provide only the dynamic 
phase shift SCθ  between the generator and the grid voltage.  

                                                           
1 All the models in this paper are normalized 

Equations (1), (2) and Table 1 illustrate the relationship 
between the voltage rating of the series converter and its 
capability to change the phase of the grid voltage. 
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Table 1.  Series converter voltage and the 
corresponding maximum phase shift. 

⎪uSC⎪(p.u.) ⎪θSC⎪(deg) 
0.05 2.9 
0.10 5.7 
0.15 8.6 
0.20 11.5 

 
Finally, Fig. 3 illustrates the phase shift in the generator 

that results from the use of the series converter.  How to 
control the series converter voltage, respectively the phase 
shift in the grid voltage in order to achieve the desired 
stabilizing effect is the topic of the following sections. 

θSC=−12° θSC=0° θSC=+12°

 
Fig. 3. Phase shift in the generator voltage that can be 

achieved with 20% series converter. 

2. LOW FREQUENCY MODEL OF THE SYSTEM  
Equation 3 shows the normalized steady state power 

angle characteristic of the system from Fig. 2.  Because wind 
power plant mechanical time constant mechτ  is orders of 
magnitude larger than the electrical time constant elτ , the 
steady-state power-angle characteristic (3) can be used to 
construct the dynamic model valid for the low frequency 
range. 
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In this system the speed of the generator changes very 
little and the series converter does not influence the generator 
voltage, therefore it is valid to assume 1uu GRIDEMF ==  in 

order to write the moment equation (4).  Equations (5)-(7) 
represent the mechanical equations of the system, and  

 
Fig. 5 contains the simulation diagram of the whole 

model (4)-(7). 
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Fig. 4 compares the simulation results of the simplified 
and detailed model of the system described in the Appendix.   

 
Fig. 4.  Response of the grid connected PMSG to the step 

change in the wind speed. 
The system response to the step change in wind speed is 

oscillatory with very little damping.  The differences in the 
simulation results from the two models are due to the 
approximations used.  Nevertheless, the simplified model 
contains the insight necessary to develop the stabilizing 
controller. 
3. SOLUTION OF THE DAMPING PROBLEM 

Fig. 6a shows polyphasor form of the simplified model 
from Fig. 2.  The mechanical equivalent of the system from 

Fig. 6b. consists of the linear spring xf spring ≈  connected 

between the infinite support (IS) and inertia J.  In the steady 
state ISωω =  and .  A step change in the 

mechanical torque causes this system to oscillate at its natural 
frequency, quite similar to the original electromechanical 
model.  The form of the torque of the spring (8) is the same 
as (4).  

springmech mm =

)sin(θ≈springm .      (8) 

Fig. 7a, introduces linear damper 
dt
dxf DMP −≈ .  The 

torque component of the linear damper  is proportional 
to the time change of the distance between the damper 
terminals 
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In order to introduce the damping torque into the original 
system the torque component in (4) resulting from series 
converter should equal the mechanical torque component 

 from (9). DMPm
The torque component of the series converter,  can 

be derived by linearizing  (4),  
SCm
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S
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Equalizing (9) and (11) results in the expression for the 
phase shift angle needed to achieve the damping effect 
equivalent to the damping of the linear damper. 

dt
d
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θ
θ
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For the PMSG in question from no load to full load condition 
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 which allows further simplification of 

(12). 
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Fig. 5. Simulation diagram of the simplified model.
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Finally, substituting (7) results in the very simple 
expression for phase shift angle needed from the series 
converter  

)1n(k
dt
dk GRIDDMPDMPSC −⋅⋅−=−= ωθθ .  (13) 
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a)       b) 

Fig. 6.  Grid connected PMSG.  a) Polyphasor representation.  b) Analogous mechanical representation 

JJ

θ

mmech mspring

ω
ωIS

IS

mDMP

  

uGRID
N

uEMF

θ
n·ωGRID

mmech

mel

uSCuGEN

θSCωGRID

uGRID
N

uEMF

θ
n·ωGRID

mmech

mel

uSCuGEN

θSCωGRID

 
a)      b) 

Fig. 7.   Effect of the damping.  a)  Mechanical system.  b) Polyphasor representation of the PMSG connected to the grid 
through series converter4. Linear Model of the System 

The simplified model neglects the system electrical 
dynamics in order to highlight dynamic properties at the 
frequencies where the slow mechanical time constant is 
dominant.  Now, Fig. 8 shows location of the poles of the 
linearized close loop system model from the Appendix when 
the damping factor,  is increased from 0 to 0.9. DMPk

 
Fig. 8.  Location of the poles of the linearized model 

for different damping factors. 

The one real and a pair of complex poles within squares 
are the poles of the open loop system, . Imaginary 
part of the complex poles equals 

0kDMP =

GRIDω .  The fact that even 
for low values of the damping factor the poles shift to right 
half plane indicate the possible stability issues with the 
proposed controller.  
5. SIMULATION RESULTS 

The simplified model has provided insight how to control 
the phase shift introduced by the series converter, but due to 

many simplifying assumptions the more complete model 
from the Appendix can better verify the performance of the 
controller. Simulations in dq reference frame require 
implementation of the grid voltage phase shift (A.7), which 
can be written in the form of linear transformation of rotation 
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From there the voltage of the series converter can be 
expressed (15). Finally, Fig. 9 shows the full model of the 
system.  As expected (from the analysis in the previous 
section) the system was unstable even for very small values 
of damping coefficient, .  Fortunately the low pass 
filter (LPF) in the feedback path is enough to prevent the 
excitation of the system at the grid frequency. 
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The final results from Fig. 10 show the stable system with 
several different values of the damping coefficient, .  
Clearly, higher damping factors require higher voltage from 
the series converter, and there is a trade-off between the 
desired level of damping and the power rating of the series 
converter.  Nevertheless, 20% or even lower rated series 
converter promises quite good performance. 

DMPk
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Fig. 9.  Control diagram of the series converter stabilized wind turbine with PMSG. 

 

.  

Fig. 10.   Response of the actively damped PMSG to 
the step change in the wind speed. 

6. CONCLUSION 
This paper has shown that the series converter with less 

than 20% of the system rating can provide an effective way 
to damp the grid connected wind turbine with PMSG. The 
modelling approach from this paper can be used as a starting 
point in further investigation of this complex nonlinear 
system.  
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Appendix 
Normalized model of the PMSG:  
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Controller model: 
)1n(k SDMPSC −⋅⋅−= ωθ     (A.6) 

)(j
GRIDqGRIDdqd

SCe)uju(uju θθ +⋅⋅+=⋅+   (A.7) 

 
Model parameters: 
ωGRID=77.6 rad/s 
rS=3.8e–3 p.u. 
xS=0.61 p.u. 
ψpm=1.06 p.u. 
τmech=11.5 s 
τel=7.8 ms 
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A NOVEL POWER INVERTER FOR SWITCHED RELUCTANCE MOTOR  
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of Electrical Engineering, Beograd, Serbia & Montenegro 
 

Abstract: In numerous drive applications, the 
switched reluctance motors (SRM) outperform conventional 
AC and DC drives. Although apparently simpler, the SRM 
drives are nowadays more complex and expensive than their 
conventional AC drives counterparts. That is the reason SRM 
have not found wider acceptance. This paper presents a new 
simple inverter topology for SRM. One of its most significant 
advantages is that both magnetizing and demagnetizing 
voltage may reach the DC-bus voltage level while being 
contemporarily applied during the conduction overlap in the 
SRM adjacent phases. At the same time, the voltage stress 
across the power switches equals the DC-bus voltage. This 
paper is supported with experimental  results obtained with a 
6/4 - switched reluctance motor 
Key Words: switched reluctance motor, inverter. 
1. INTRODUCTION 

Switched reluctance motor consists of salient poles 
stator with concentrated windings on each pole and salient 
poles rotor  with no windings or magnets at all. Energizing  
the stator poles in an appropriate way allows a continuos and 
controllable rotor movement, [1]. In Fig.1 the operation of a 
6/4 motor is presented. The principle of switched reluctance 
motor is known since 19. century, but only the advent of the 
power semiconductor  switches started strenuous research 
activity on this type of motor drives. The main advantages of 
switched reluctance motor are their rugged construction and a 
low  cost. Disadvantages include a high acoustic noise, a 
large torque ripple and the use of an uncommon power 
converter topology. 

iA

iA

iB

iB

iC

iC

Fig.1. Movement of a  6/4 SRM. 
The torque ripple and noise can be reduced by means of  

advanced control strategies for the phase current profiling, 
[2], [3], [4] and by a particular mechanical design. Switched 
reluctance motors have not yet found broad acceptance. 
Significant reason is uncommon power converter. There are 
numerous power converters  for  switched reluctance motor 
but there is not yet a simple,  rugged, low cost and high 
performance  inverter circuit. Based on the motor 
requirements, this paper presents a new topology for the 
switched reluctance motor. In Section 2, functional 
requirements  for SRM inverter are defined and some typical 
power topologies are described. In Section 3, the new 
inverter circuit is proposed. Experimental verification of the 
proposed circuit are presented in Section 4. Conclusions are 
given in Section 5. 
2.SRM INVERTER REQUIREMENTS  

In light of the torque production, it is possible to 
formulate basic requirements for the SRM drive power 
circuit.  

a) For the purpose of the phase current control, it is 
necessary to modulate the phase voltage. This is especially 
important at low speed, when the motor back-emf is low.  

b) The voltage gain of the inverter should be 
maximum possible in order to extend the constant power 
operation mode and increase the top speed. 

c) Large fall time of phase current result in negative 
torque and this time can be reduced if demagnetizing voltage 
is sufficiently high. 

d) It is necessary, at the same time, to control current 
in one phase and force demagnetizing of some other phase of 
motor. This is crucial for reduction of torque ripple. 

e) Inverter has to be single rail in order to reduce the 
voltage stress across the semiconductor switches. 

f) The power converter must not impose bifilar 
windings or rely upon the motor construction. 

g) A low number of semiconductor switches is 
required. 

In literature [5], [6] a comparative evaluation of 
existing SRM inverter topologies is performed. According to 
the analysis, the two most promising inverter circuits are 
asymmetrical half bridge inverter and the Miller inverter. 
These circuits are presented in Fig.2. 
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(b) 

Fig. 2.  Typical inverters for SRM. (a) Asymmetrical half 
bridge inverter. (b) Miller inverter 

Phase current in asymmetrical half bridge inverter  is 
controlled selecting from three possible states: 

i)Both switches in a phase lag are on, and phase is 
energized from power supply (magnetizing). 
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ii)Both switches in a phase lag are off. Phase current 
commutates  to the diodes and decay rapidly 
(demagnetizing). 

iii)Only one of the switches is off. The voltage across 
winding is near zero and phase current decays slowly 
(freewheeling). 

Each phase is controlled independently and by proper 
selection of phase states it is possible to satisfy all the 
functional requirements, but the number of semiconductor 
switches is large and cost of this inverter is high. 

In order to reduce number of switches , Miller inverter 
is derived. 

 In each phase the  three  switching states are 
available: 

i) Both the Q+ switch and switch in phase lag are on 
(magnetizing). 

ii) Switch Q+ is off and switch in phase lag is off. 
Phase current flows through diode D- and diode in 
appropriate phase lag and phase current decays rapidly 
(demagnetizing). 

iii) Switch Q+ is off. The voltage across phase 
winding  is near zero and decays slowly (freewheeling). 

The main disadvantage of  Miller inverter is that 
motor phases can not be controlled independently. When the 
switch Q+ is on, the forced demagnetization of any of the 
phases is not feasible. It is shown, [5], that demagnetizing 
voltage in Miller inverter reduces to one half of  power 
supply voltage. 

Other topologies proposed up to now suffered similar 
control insufficiencies, [5], [6], or required an unacceptable 
rating of semiconductor switches. 
3. PROPOSED CIRCUIT  

The novel inverter topology is presented in Fig.3. As 
in the case of asymmetrical half bridge and Miller inverter, 
an inverter for a 6/4 switched reluctance motor is presented. 
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Fig.3. The new inverter. 
Notice, though, that conclusions drawn hereafter may 

be extended to motors with the other number of stator and 
rotor poles.  

The inverter consists of four typical half bridge lags. 
In the case of N phase motor inverter consist of N+1 half 
bridge lag. One inverter lag (Q+,Q-) is  common for all 
phases. The switching states related to the L1 winding are:  

      A)Magnetizing phase.  
A1) Q1- and Q+ are on, Fig.4(a) (positive L1 flux). 
A2) Q1+ and Q- are on, Fig.4(b) (negative L1 flux). 
Notice at this point the two possible directions of the 

phase current. In both A1 and A2 switching states, full bus 
voltage is available across the winding. 

B) Demagnetizing phase. Q- is on (A1 magnetizing) 
or Q+ is on (A2 magnetizing). The switches in off-going 
phase lag are off. Phase current commutates to body diodes 
and decay rapidly. In Fig.4(c) is presented demagnetization 
of phase 1 in the case of magnetization with A1 method. 
During demagnetization stored energy in the off-going phase 
is returned to the power supply and on-going phase. 

C) Freewheeling. The winding can  be short-circuited 
either turning off switches (Q+,Q-) or (Q1+,Q1-). Phase 
current decay slowly. This state is presented in Fig.4(d), in 
the case of magnetization using A1 method and turning off 
lag (Q1+,Q1-). 
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Fig.4.Switching states of phase 1.(a)  Magnetization 
(A1 method). (b)Magnetization (A2 method)(c) 

Demagnetization. (d) Freewheeling. 
During low speed operation phase current has to be 

limited or controlled in order to reduce torque ripple. This 
can be done alternating between states A and B or between 
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states A and C. It is preferable to use states A and C because 
this results in lower switching frequency for the same current 
ripple. 

It is important to show that at the same time is 
possible to control current in on-going  phase and make 
forced demagnetization in off-going phase. This is illustrated 
in Fig.5. 
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Fig.5. Simultaneous conduction of adjacent 

phases. 
In Fig.5 it is assumed that phase 1 is off-going and 

phase 2 is on-going. It can  be observed that currents of two 
adjacent phases have to have opposite direction. In the case 
of three phases switched reluctance motor this results in 
bipolar phase current. In Fig.6 phase voltages and currents 
for all three phases, during  one complete rotor revolution, 
are presented. High speed operation is assumed. 
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Fig.6. Phase voltages and currents (one complete 

revolution). 
4. EXPERIMENTAL RESULTS 

Proposed inverter circuit is investigated 
experimentally. In experiments a 6/4 motor is used.  Motor 
has following characteristics:  

Number of phases              3 
Stator pole width                36° 
Rotor pole width                36° 
Airgap                                 0.3mm 
Rotor length                        50.2mm 
Resistance per phase           4Ω 
Stator winding  inductance profile versus rotor 

position  is observed experimentally at low stator current and 
presented in Fig.7. 
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Fig.7. Unsaturated stator phase inductance versus rotor 
position 

In Fig.8 the measured waveforms of  phase current 
and  phase voltage are shown. During experiments input 
voltage was 50V and hysteresis current regulator is used. 

It is  easy to note bipolar character of phase current. 
Also, from phase voltage diagrams is clear that regulation is 
done alternating between states A and C. 
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Fig.8. Current control. (a) Phase current. 

(b) Phase voltage 
5.CONCLUSION 

The switched reluctance motor drives went through 
significant development since the advent of the 
semiconductor devices. Simple motor construction  did not 
yet result in a simple, cost effective power converter, and the 
SRM therefore did not find wider application field. In order 
to overcome that problem this paper proposes a novel, 



ELECTRONICS, VOL. 7, NO.2, DECEMBER 2003. 53

advanced power inverter topology. The  main characteristics 
of new inverter are: 

All of the available bus voltage used in both the 
magnetizing and demagnetizing, even during the overlap of 
the adjacent phases conduction. 

2(N+1) semiconductor switches (N is the number of 
the stator phases). 

Simple gates drive (IC driver with bootstrap supply).  
Voltage rating of all switches does not exceed the bus 

voltage. Current rating of all switches  is equal to maximum 
phase current. 

Simple wiring. 
In the case of three phases SRM bipolar phase current. 
In comparison to asymmetrical half bridge converter 

this converter is superior because of 2(N-1) smaller number 
of  semiconductor switches, simpler wiring and simpler 
driver circuit. 

In comparison to Miller inverter this circuit is superior 
because for the same number of semiconductor switches 
there is not limitation in demagnetizing voltage. 

In comparison to voltage source inverter for induction 
motor the new inverter has two more switches, but total cost 
of motor and power converter can be comparable. It is 
believed that new inverter will open new fields for 
applications of switched   reluctance motor drives.  
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DESIGN AND SIMULATION OF WORKING IN PARALLEL TRANSISTOR INVERTERS 
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Abstract: The development in the manufacturing 
technologies for power semiconductor devices (MOSFET and 
IGBT) provides the possibility of producing a variety of 
power transistor inverters, working at higher frequencies. 
Several applications require inverters, significantly 
exceeding in power the possibilities of a single inverter. In 
the present work, a full-bridge inverter circuit is investigated 
and a design methodology is developed for parameter 
calculation of the active and the passive components. The 
validity of the design methodology is confirmed using PSpice 
simulation.  The parallel operation of four inverters is 
modeled and simulated. The obtained results prove that 
uniform loading is achieved, which allows to reach a load 
power equal to the power of a single inverter multiplied by 
the inverter number. 
Key Words: Power Electronics, Transistor Inverters, 
Induction Heating 
1. INTRODUCTION 

The theory of inverters for induction electro-
technologies was developed and it acquired its complete form 
with the introduction of the thyristor semiconductor devices. 
A number of investigations and monographs are devoted to 
this topic [1,2,3]. Various electrotechnologies need power 
supplies at high frequencies. Transistor inverters are widely 
used in these cases.  

The basic principles of the electrical energy 
conversion are borrowed from the thyristor ones. Two  types 
of inverters are most widely applied: the current-source 
inverter and the resonant inverter. The current-source 
inverter has a parallel resonance circuit. It is characterized by 
a lower ratio of the maximal transistor current to the DC 
supply current. However, the specific features of the 
electromagnetic processes require the connection of an 
additional diode in parallel with the transistor [4]. This leads 
to worsening the circuit efficiency. The resonant inverters [5] 
usually work with connected in series compensation of the 
inductive character of the load. The sinusoidal transistor 
current allows decreasing the switching losses. However, this 
mode of operation is characterized by a higher ratio of the 
maximal transistor current to the DC supply current. 

The investigated in the present paper full-bridge 
parallel resonant inverter is characterized by a relatively good 
ratio of the maximal transistor current to the DC supply 
current and decreased switching losses in the turn-on interval 
(ZVS). 
2. ONE BRIDGE INVERTER: DESIGN 
METHODOLOGY AND SIMULATION 

The inverter circuit is shown in Fig. 1a. The induction 
electrotechnological device is usually represented by an 
equivalent circuit, consisting of inductance Lr and a resistor 
Rr, connected in series. The power factor of this load is lower 
( ). The capacitor C1.0)cos( ≈ϕ r is of value that allows 
compensating entirely the reactive energy of the Lr 
inductance. In this way the parallel resonant circuit works at 

its resonant frequency. The  inductance Ls is connected in 
series with the parallel resonant circuit. In this case it is 
separated into two equal parts (Ls1  and  Ls2 ).  

a) 

 
b) 

Fig. 1. The inverter circuit 
At sufficiently high frequencies, the wires connecting 

the parallel compensated load and the inverter can play the 
role of these inductances.  

The resistors Rs1  and  Rs2 which are connected in series 
are introduced due to the specialties in the work of the 
simulation program, which does not allow the direct 
connection of  an inductance element with a voltage source. 

Since the current ILs in the inverter diagonal and the 
voltage VCr on the resonant load are of the same phase, the 
parallel resonant circuit can be considered as a voltage 
inverter of an active-inductive load type in the diagonal (a 
connection of Ls and Reo in series). 

2.1. Design methodology 
The dependencies between the circuit currents, 

voltages and the passive element values are obtained by the 
first harmonic method. 

In the case of a power supply voltage Vd = 500V, the 
two-polar rectangular voltage on the bridge diagonal is 
replaced by sinusoidal one. The effective value of this 
voltage Vd(1) is determined according to the spectral Fourier 
analysis theory.  

  
V16.450

2)1( =
π

=dV 4 dV  

The dependencies between the values as well as 
between the phases of the basic inverter currents and voltages 
are illustrated by the vector diagram shown in Fig. 2. 
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Fig. 2. The vector diagram 

On the basis of this vector diagram, an inverter design 
methodology is developed as shown in  
Table 1. Calculations are performed for two powers: 
P=15kW and P=60kW. The following data have been 
preliminary assumed: 

operation frequency: f =250 kHz; 
load factor: ; 1.0)cos( =ϕ
supply voltage: Vd =500V. 
Table 1. The inverter design methodology 

No formulae 15kW 60kW 

1 
)1(

)1(
d

d V
PI =  33.32A 133.28A 

2 
)cos(

)1(
)1( β
= d

s

I
I  36.06A 144.26A 

3 )sin()1()1( β= dLs VV  172.27V 172.27V 

4 
)1(

)1(

s

Ls
s I

V
L

ω
=  

 
3.041  Hµ

 
0.760 Hµ  

5 )()1( ϕ= tgII sCr  358.8A 1435.16A 

6 )cos()1( β= dCr VV  415.8V 415.8V 

7 
Cr

Cr
r V

IC
ω

=  549nF 2.197 Fµ  

8 
)cos(

)1(

ϕ
== s

RrLr

I
II  360.6A 1442.6A 

9 )sin(ϕ= CrLr VV  413.72V 413.72V 

10 
Lr

Lr
r I

VL
ω

=  730nH 183nH 

11 )cos(ϕ= CrRr VV  41.58V 41.58V 

12 
Rr

Rr
r I

VR =  115m  Ω 28.82mΩ

13 
rr

r
eo CR

LR =  11.56  Ω 2.89Ω  

Checking the calculation accuracy 

14 ⎟⎟
⎠
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⎝

⎛ ω
=β
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R
Larctg  45.22  44.22  

15 
2

1
2
1
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⎠

⎞
⎜⎜
⎝

⎛
−

π
=

r

r

rr L
R

CL
f 250.15kHz 249.97kHz

The angle β defines the inductance type of the current 
in the inverter diagonal. Its value has to be sufficient  for 
realizing ZVS by turn-on of the transistors. The 
determination of β  is accomplished by its time-domain 
equivalent : βt

))(54( fr ttt +÷≥β , 
where tr is the rise time and tf  is the fall time of the 

transistors. 
The value =250ns has been accepted in the 

calculations. Hence 
βt

5.22360.. ==β β ft  
An appropriate transistor type for the case in 

particular is APT8015JVFR (producer Advanced Power 
Technology). Based on its Spice model [6] shown in  
Fig. 3, a simulation of the inverter is performed using the 
calculated values of Ls , Cr, Lr and Rr for the  power 15kW.  

2.2. Circuit Simulation Using OrCAD PSpice 
The control pulses of the transistors Q1 ÷Q4 are 

formed by the circuit shown in Fig. 1b. The following 
simulation settings are defined: 

Menu Analysis/Setup/Transient: 
Print Step: 20ns; Step Ceiling 20ns 
Menu Analysis/Setup/Options: 
ABSTOL=1mA; CHGTOL=1 ; PIVREL=1m Cµ
RELTOL=0.025; VNTOL=100mV 
Dependent sources Ea1 Ea4: GAIN=3. ÷
The parameter values of the control sources are given 

in Table 2. 
*SRC=8015JVFR;8015JVFR;MOSFETs N; 

*Power>100V; APT 800V 44A 0.15ohm ISOTOP 
*SYM=POWMOSN 
.SUBCKT 8015JVFR 10 20 30 
* TERMINALS: D G S 
M1 1 2 3 3 DMOS L=1U W=1U 
RD 10 1 70.2M 
RS 40 3 4.75M 
RG 20 2 3.41 
CGS 2 3 13.9N 
EGD 12 0 2 1 1 
VFB 14 0 0 
FFB 2 1 VFB 1 
CGD 13 14 10.2N 
R1 13 0 1 
D1 12 13 DLIM 
DDG 15 14 DCGD 
R2 12 15 1 
D2 15 0 DLIM 
DSD 3 10 DSUB 
LS 30 40 7.5N 
.MODEL DMOS NMOS (LEVEL=1 

LAMBDA=341U VTO=3.1 KP=79.5) 
.MODEL DCGD D (CJO=10.2N VJ=0.6 

M=0.68) 
.MODEL DSUB D (IS=183N N=1.5 RS=12.5M 

BV=800 CJO=3.16N VJ=0.8 M=0.42 TT=280N) 
.MODEL DLIM D (IS=100U) 
.ENDS 

Fig. 3. Spice model of the APT8015JVFR 
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transistor 
Table 2. The parameter values of the control sources 

 V1 V2 TD TR TF PW PER
VPULSE1 0V 5V 0s 50ns 50ns 1.55µs 4µs
VPULSE2 0V 5V 2µs 50ns 50ns 1.55µs 4µs

        

Cd = 470 pF is the externally connected capacitor 
between the drain and the source. 

A displacement between the turn-on pulses (dead 
time) is necessary for the normal processing of ZVS: 

Tdt > td(off) + tr/f. 
This condition is fulfilled  by defining the duration of 

the turn-on pusle in Table 2 (PW=1.55 ). sµThe simulation results for the commutation period of 
the MOSFET transistors are shown in Fig. 4. 

Using these results, the adequateness of the 
implemented model of the transistor APT8015JVFR can be 
assessed. 

The obtained time-delay  is in 
accordance with the transistor datasheet:  
t

ns150)( =sim
offdt

d(off)=(97 145) ns. ÷

The waveforms of the simulated currents ILs, ICr, and 
the voltage VCr shown in Fig. 5 are in a very good agreement 
with the calculated values (Table 1). It is seen from the 
waveform in Fig. 5a that the current ILs and the voltage VCr 
are of the same phase. The current ILs has a shape near to 
trapecoidal. It can be approximated as follows: 

rad3927.05.22 ==β
 

3)sin(
2

4
=β

βπ
= Lsm

Ls
I

I

 

The calculated values of the time intervals tr and tf  
due to the ZVS existance, are defined by the relationships: 

( ) ns1712
2

=+
π

== dossfr CCtt , 

where  is the output transistor 
capacitance according to the datasheet. 

nF)20001470( ÷=ossC

Fig. 4. The simulation results for the commutation period of the MOSFET transistors 
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a)

 
Fig. 5. The waveforms values for the currents ILs, ICr, and the voltage VCr

 
Fig. 6. The circuit of four inverters working in parallel 

The obtained in this way effective value of the ILs 
current does not differ significantly from the calculated one, 
presented in Table 1.  

The maximal values of the current ICr and the voltage 
VCr are marked in Fig. 5b. The corresponding effective value 
does not differ significantly from the calculated ones (the 
relative error is of thr order of about 1%). 
3. WORKING IN PARALLEL INVERTERS 

The circuit, consisting of four inverters, working in 
parallel on a common load (Rr, Lr, Cr). is shown  
in Fig. 6.The load is calculated for the output power of 60 
kW (Table 1). Each of the inverters ensures one a quarter of 
this power. This condition is realized by the parallel 
connection according to the load through the inductance Ls 
connected in series. Its value is four times greater than the 
calculated value for the power of 60 kW. 

The waveforms shown in Fig. 7 illustrate the uniform 
loading of each inverter. The values of currents Is1 ÷ Is4 
correspond to the power of 15 kW. The VCr does not change, 
as the β angle does not vary. The Icr current increases four 
times. 
4. CONCLUSIONS 

A design methodology is developed for the parameter 
determination of the full-bridge inverter circuit. A very good 
agreement between the calculated and simulated results has 
been achieved. Hence the proposed methodology can be used 
for an engineering design. The possibility for obtaining 
higher output power by using of working in parallel full-
bridge inverters and for achieving an equal loading of each 
inverter, is confirmed. 
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Fig. 7. The waveforms illustrating the uniform loading of each inverter 
5. REFERENCES 

[1] E. Berkovich, J. Ivenskii,A. Yoffe, A. Matchak, B. 
Morgun, "Thyristor converters for higher frequency 
intended for electrotechnological equipment", 
Energoatomizdat,St. Peterburg, 1983 (in Russian)  

[2] F. Labrique, G. Seguier, R. Bausiere, "Les Convertisseurs 
de L'Electronique de Puissance", Vol. 4, "La Conversion 
Continu-alternatif, Technique and Documentation", 
Lavoisier, Paris, 1995. 

[3] N. Mohan, T. Underland, W. Robin, Power Electronics, 
1989, Wiley $ Sons Inc. 

[4] F. Dede, V. Estev, J. Jordan, J. Gonsalez, F. Maset, "On 
the Design and Control Strategy of High Power, High 
Frequency Converters for Tube Wеlding Applications”, 
The Pce Yokohama Conference'93, Yokohama, Japan, 
April 1993. 

[5] D. Loveless, R. Cook, V. Rudnev, "Considering Nature 
and Parameters of Power Supplies for Efficient Induction 
Heat Treating", Industrial Heating, June 1995. 

[6] http://www.advancedpower.com 
 



ELECTRONICS, VOL. 7, NO.2, DECEMBER 2003. 59

STEADY-STATE ANALYSIS OF POWER CONVERSION SYSTEMS 
Armando Bellini, Stefano Bifaretti, Stefano Costantini, University of Rome “Tor Vergata”, Electronic 

Engineering Department, Rome, Italy 
 

 
Abstract: The paper presents an interactive program 

useful to analyse the steady-state behaviour of power systems 
including static converters. In particular, beginning by a 
netlist-like description of the system structure and the values 
of its parameters, the program allows at first the 
determination of the steady-state values of the system state 
variables at a prefixed initial instant and, successively, the 
computation of several features characterizing the steady-
state behaviour. 

Key Words:Simulation of Power Systems, 
Conversion Systems, Piecewise linearization. 
1. INTRODUCTION 

The behaviour of electrical or electromechanical systems 
including static converters can be analysed using several 
simulation programs or computation environments. Their 
utilization is certainly useful when either the dynamic 
behaviour of the whole system or a phenomenon of short 
duration must be analysed. On the contrary, when the 
simulation is performed to characterize the steady-state 
behaviour of the system, to avoid the analysis of a prolonged 
transient, a different approach can be used. When only forced 
commutated converters are present, generally all the 
commutating instants can be simply determined; so the most 
convenient approaches make use of a frequency analysis. On 
the other hand, when some commutations are of natural type 
(turn-on of diodes, turn-off of diodes or thyristors) the 
determination of their commutating instants in a frequency 
analysis framework is quite complex; thus an approach in the 
time domain becomes convenient.  

Various approaches for directly analysing in the time 
domain the steady-state behaviour of this kind of systems 
have been already presented in literature since many years [1-
10]. Initially the main objective of these approaches was the 
determination, in a direct way without computing the 
transient, of both the steady-state values of the state 
variables, at a prefixed initial instant, and the natural 
commutation instants of the power semiconductors. Further 
developments regarded the direct computation of the static 
characteristics and the direct analysis of the stability. 

One of the most formalized and complete approaches was 
initially presented by Bellini, De Carli and La Cava in 1978 
[1] and afterwards developed by De Carli [3] and by Bellini 
et al. [4-6]. The approach has been used to analyse different 
conversion systems and has allowed the solution of various 
problems, for instance: the choice of the most convenient 
control strategy and modulation technique for induction 
motor drives, the comparison among different converter 
structures, the determination and the reduction of the 
harmonic distortion caused by the conversion system, etc. 

The first applications of the analysis method required, for 
every single problem, the implementation of a dedicated 
computation program; to avoid this inconvenience, the 
authors presented a first formulation of a general program [4] 
useful for different conversion systems. However, the modest 
availability of memory in DOS environment restricted the 

use of the general program to the simulation of systems 
characterized by a limited number of state variables. Besides, 
also the graphic interface was not particularly accurate. 

The situation deeply modified in the last few years with 
the coming of 32-bit Windows operating systems and the 
availability of graphic packages for the development of the 
computation programs; therefore, the interest in a general 
interactive program took new vigour. For that reason the 
authors realized a new version of the general program 
developed with Delphi. With respect to the previous version, 
the proposed one presents a new procedure for the 
calculation of exponential matrices, an enhanced interactivity 
and a better graphic appearance.  

A detailed description of the new program is presented in 
[10]; the present paper is dedicated to  illustrate the 
procedures used to calculates the mean values and the 
harmonic coefficients of the most significant circuit 
variables. 

The program was, then, particularized for the study of the 
voltage and current distortions at the distribution network 
bus-bars due to the presence of a high power AC/DC 
converter [11].  
2. BASICS OF THE PROPOSED APPROACH  

The main peculiarities of the approach concern: 
- the piecewise linearization of the system 

dynamics during a period; 
- the mathematical representation of the system 

behaviour in each time interval;    
- the automatic generation of the matrices of the 

dynamic models;    
- the procedures adopted to calculate the 

transition matrices; 
- the determination of the steady-state initial 

conditions and the timings;    
- the determination of mean values and harmonic 

coefficients. 
- the stability analysis. 
 
The paper at first illustrates the methodologies used 

for the mathematical representation of the system behaviour 
and to find out the steady-state initial conditions and the 
timings. A greater attention is subsequently dedicated to 
illustrate the procedures used for determining the mean 
values and the harmonic coefficients. 
2.1. Mathematical representation of the system behaviour 

Power systems including static converters consist of a set 
of power semiconductors (transistors, diodes, thyristors, 
GTO’s) and other components (capacitors, inductors, 
transformers, electrical machines) connected according to 
different configurations. Due to the on-off operation of 
power semiconductors, the behaviour of the whole 
conversion system is non-linear; however, it is possible to 
effect a piecewise linearization by considering the converters 
as variable topology circuits and by determining, for each 
conducting state of power semiconductors, an appropriate 
mathematical model of the whole system; this latter operation 
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can require suitable simplifying hypothesis. In order to 
implement simple and efficient computation procedures and 
to allow an easy interactive employment of the program, it is 
convenient to choose the same state variables for all the 
models.  

The set of the possible conducting states of the converter 
is limited; moreover the symmetries of the circuit and the 
periodicity of its steady-state operation makes possible to 
limit the analysis to the topologies which occur during an 
observation interval (t0, t0+T0), whose duration T0 is equal to 
the period (or a sub multiple of the period) of the supply (or 
output) voltage.  

The commutations of power semiconductors subdivide 
the observation interval in s subintervals, during which the 
conducting state does not vary; therefore, under generally 
acceptable hypothesis, in each subinterval the behaviour of 
the system can be described by a linear time-invariant 
dynamic model, whose input is characterized by constant or 
sinusoidal waveforms.  

The commutation instants can be subdivided in: 
• forced commutation instants, imposed by the control 

device of the converter and therefore known a priori; 
• natural commutation instants depending on the operating 

conditions of the system and so unknown a priori. 
As example, commutation instants due to the turn-on or 

turn-off of a transistor are forced; on the contrary, 
commutation instants due to the conduction state change of a 
diode are natural.  

The forced commutation instants subdivide the 
observation interval in f intervals of predetermined duration; 
the generic hth interval can include some natural commutation 
instants and then it can be subdivided in nh subintervals, of 
which nh-1 have unknown duration. So the number of the 
natural commutation instants, i.e. of the subintervals of 
unknown duration, is (s-f). 

During a generic kth subinterval (tk-1, tk), the system is 
described by the following linear time-invariant model: 

 
              (1) ( ) ( ) ( )k k kt t= +x A x B u t

t dt

t

 

where k is the index identifying the subinterval (k = 
1..s), Ak and Bk are the dynamic and input matrices, x(t) is the 
state vector of dimension m (as previously mentioned each 
model uses the same state variables) and uk(t) is the input 
vector of dimension rk. 

The integration of state equation (1) in subinterval  (tk-

1, tk) gives: 

( ) ( )
1

1 1( ) exp ( ) exp ( )
k

k

t

k k k k k k k k k
t

t t t t t t
−

− −⎡ ⎤ ⎡ ⎤= − + −⎣ ⎦ ⎣ ⎦∫x A x A B u  

To avoid the computation of the convolution integral, it is 
convenient to modify the structure of the system model 
taking into account that input vector uk(t) is generally 
composed by segments of constant functions and/or 
sinusoidal functions of assigned angular frequency ω. 

Therefore, by introducing a vector µ(t), defined as: 

( ) ( )
( )

0

0

1

sin

cos

t t

t t

ω

ω

⎡ ⎤
⎢ ⎥
⎢ ⎥⎡ ⎤= −⎣ ⎦⎢ ⎥
⎢ ⎥⎡ ⎤−⎣ ⎦⎣ ⎦

µ  

input vector uk(t) can be expressed as: 

                          ( )k kt =u Γ µ ( )t

t

                    (2) 
where Γk is a (rkx3) constant coefficient matrix.  
In its turn, vector µ(t) can be considered as the state 

vector of the following auxiliary system, moving in free 
evolution: 

                       ( ) ( )t =µ Ω µ                                      (3)
being 

0

0 0 0 1
0 0 ( ) 0
0 0
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ω 1
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Ω µ

⎦
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Aggregating eqs. (1), (2) and (3), the following 
augmented state mode1 moving in free evolution is obtained: 

                        ( ) ( )kt = Sξ ξ                                 (4) 
being 

              
( )
( )( ) k k k

k
t

t
t 0

⎡ ⎤ ⎡ ⎤
= =⎢ ⎥ ⎢ ⎥

⎢ ⎥ ⎣ ⎦⎣ ⎦

x A B
S

Γ
ξ

µ Ω
. 

Therefore the value of state vector ξ(t) at the end of 
subinterval (tk-1, tk) becomes 

 
       1( ) ( )k k kt t −=ξ Φ ξ                                           (5) 

 
where  

                          (expk k )kτ= SΦ                                   
and  
                          τk= tk-tk-1
denotes the duration of the subinterval. 

 2.2. Determination of the steady-state initial conditions 
and the timings 

Supposing that all the subintervals durations are known, 
applying eq. (5) to all the subintervals, we have: 

                ( ) (0 0 0t T t+ξ = Φ ξ )                           (6) 
being 

..........s s 1 1−Φ = Φ Φ Φ  
Partitioning matrix Φ, eq. (6) can be rewritten as: 

      
( )
( )

( )
( )

0 0 0

0 0 0

t T t
t T t

x x⎡ ⎤ ⎡+ ⎡ ⎤ ⎤
⎢ ⎥ ⎢⎢ ⎥0+

⎥
⎢ ⎥ ⎢⎣ ⎦ ⎥⎣ ⎦ ⎣

φ ϕ
=

χµ µ ⎦
              (7) 

that leads to: 
            ( ) ( ) (0 0 0 0t T t t+x x= φ + ϕµ )            (8) 

where matrices φ and ϕ depend on the elements of 
dynamic matrices Sk and the durations of the s subintervals. 

In steady-state operation, it is always possible to find a 
periodicity condition between final value x(t0+T0) of the state 
vector and initial one x(t0), given by: 

   ( ) ( )0 0t tx Rx += 0T                                  (9) 
 

Substituting (8) in (9) the following relationship is 
obtained: 

                          (10) ( ) ( ) ( )0 0t t-1x R R= Ι − φ ϕ µ
Owing to the presence of natural commutations, the 

durations of s-f subintervals are unknown a priori; therefore, 
to calculate the steady-state initial conditions, it is necessary 
to employ an iterative procedure, starting by suitable initial 
values for the unknown durations and successively testing if 
the conditions determining the natural commutations 
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(generally turn-off of diodes and thyristors and turn-on of 
diodes) are verified. 

In order to computerize the verification of the conditions 
determining the natural commutations, it is convenient to 
associate to each of them a constraint equation that can be 
written as: 
 

                   ( )ht
T
hc ξ = 0                               (11) 

where  is a constant row-vector and tT
hc h is the natural 

commutation instant taken into account.  
Once determined initial state vector x(t0) and all the 

timings, the state vector at the end of each subinterval can be 
computed by applying eq. (5) to all the subintervals. The 
iterative procedure will be illustrated in an apposite paper. 
3. DETERMINATION OF MEAN VALUES AND 
HARMONIC COEFFICIENTS 
3.1. Mean values 

The determination of the mean values of the most 
significant quantities of the power system is achieved by 
employing a new augmented state system and calculating the 
transition matrices of the new dynamic matrices. During the 
kth subinterval, (tk-1, tk), a generic variable y(t) (being y a state 
variable or, more in general, a linear combination of state 
variables) can be expressed as: 

                                                          (12)  (12) ( ) ( )T
ky t tγ ξ=   

when vector γk depends on the selected linear 
combination and can also assume different values according 
to the interval taken into consideration. 

All the variables, whose mean value is different from 
zero, have a period equal to T0; therefore mean value y  can 
be computed by the following equation: 

             ( ) ( )
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1 k
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ts
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−
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∑ ∫γ Φ ξ=            (13)     (

which uses only the values of augmented state ξ at the 
commutation instants. 

The integrals that appear in (13) can be computed by 
means of a new augmented state system, which, in each 
subinterval, is defined by the following model: 

                ( ) ( )kt = Q tη η                                             (14) 

being 
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In fact, assuming (0) 0ν = , the value of auxiliary 
variable ν at the final instant of the observation interval is 
equal to the mean value of variable y(t).  
3.2 Determination of the Harmonic Coefficients  

The procedure described above can be employed, with 
slight modifications, also for the computation of harmonic 
coefficients. The formulation is different according to 
whether variable y(t) has a period equal to observation 
interval T0 or to a multiple of T0. 

When variable y(t) has a period equal to T0, assuming 

equal to 0 the initial instant, coefficients am and  bm of the mth 
harmonic are defined as: 
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being ω =2π/T0.  
The dynamic matrices of the augmented state system to 

be used to determine the values of coefficients am and bm 
become: 
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In this way, at the final instant of the observation interval 
vector ν (which now has two components) becomes equal to: 
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Exponential matrix  is equal to: [exp tmΩ ]
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therefore: 
 1 0( )ma Tν=   and  2 0( ).mb Tν=  

If the period of  y(t) is equal to lT0, coefficients am and  bm 
of the mth harmonic are defined as:  
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being ω =2π/lT0.  
As previously pointed out, the system behaviour during 

the entire supply period can be evaluated by the evolution of 
the state variables during the observation interval. Therefore, 
also coefficients am and bm can be computed taking into 
account only the evolution during the observation interval.  

The extension is obvious when l is equal to 2, i.e. when 
variable y(t) is associated to a mono-phase symmetric circuit. 
In this situation, in fact, coefficients am and bm (different 
from zero only when m is odd) can be calculated, taking into 
consideration only the observation interval, using the same 
expressions as the previous case, with the only difference 
that: 
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 1( )m 0a Tν= −   and  2( ).m 0b Tν= −   
In fact, when T0 is equal to a half of a period, matrix 

 becomes:  [ 0exp TmΩ ]

  [ ]0
1 0

exp .
0 1

T
−⎡ ⎤
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mΩ

More complex is the extension to the cases l = 3 and l = 
6, i.e. when variable y(t) is associated to a three-phase circuit. 
The description will be made taking into account only the 
case of a symmetric circuit, which involves l =6. 

Applying the integration only to a half period, 
coefficients am e bm (different from zero only when m is odd 
and not multiple of 3) can be obtained as: 
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being ω =π/3T0. 
Also in this case, the integration can be limited to an 

observation interval, but it is necessary to take into 
consideration the shapes of two variables. To simplify the 
computations, it is convenient to select the projections of the 
three-phase representative vector of variable y(t) on an 
orthogonal reference frame (α , β), properly chosen. For 
instance, if the direction of axis α is chosen so that in the 
observation interval variable y(t) and its projection yα(t) on 
axis α  are related by the following relation: 
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In a similar way, the following equality can be obtained: 

0 0 03

0 0 0

( )sin( ) ( )sin( ) - ( ) ( )cos( ) .
T T T

y t x dt y t x dt m y t x dtα βε=∫ ∫ ∫
During the kth subinterval, (tk-1, tk), variables yα(t) and yβ(t) 
can be expressed as: 
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at the final instant of the observation interval vector ν  
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assume the values of harmonic coefficients am and bm. 
4. CONCLUSIONS 

The paper illustrates some peculiarities of a general 
program useful for analysing the steady-state behaviour of 
power systems including static converters. In particular, the 
program allows the computation of the initial values of the 
state variables, the instants in which the natural 
commutations take place, the mean values and the harmonic 
coefficients of the system state variables and of their linear 
combinations. Moreover, it makes a direct analysis of the 
system stability and allows the shapes drawing of the most 
significant system quantities.  

In this paper, particular care has been devoted to the 
approach used to determine the mean values and the 
harmonic coefficients. 

The employed methodologies were already elaborated 
since many years. The current version of the program 
presents several improvements, an enhanced interactivity 
and a better graphic appearance.  
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COMPARATIVE ANALYSIS ON TWO MODELS OF RELUCTANCE MOTOR 
Alecsandru Simion, Leonard Livadaru, Sergiu Călugăreanu, Emanuel Romila, “Gh. Asachi” Technical University of 

Iaşi, Faculty of Electrical Engineering, Iaşi, Romania 
 

Abstract: This paper presents a study of a reluctance 
motor both on a test bench and in computer-aided FEM 
analysis. The obtained results are subsequently compared 
with a new model that changes the rotor structure in order to 
obtain superior performance.  
Key Words: Laminated rotor, FEM analysis 

1. STEPS IN DESIGN OF RELUCTANCE MOTORS 
Usually, for the design of the three-phase reluctance 

motors certain steps must be accomplished. The start-point is 
the determination of the polar pitch. It is necessary for this 
purpose to impose some of the parameters and the others 
have to be calculated. We talk about: Memax - electromagnetic 
torque that the motor have to develop; Cd - factor that takes 
into account the ratio between leakage reactances and direct-
axis synchronous reactance; kw1 - winding factor; α2 - length 
versus polar pitch ratio; krx - factor that depends on the 
resistance R1, direct-axis synchronous reactance Xd and 
quadrature-axis synchronous reactance Xq, that is the 
difference between the two reactances corresponding to the 
two axis; A0 – liniar current density corresponding to no-load 
operation; A - liniar current density corresponding to under-
load operation; Bδ – air-gap flux density; C1 - phase voltage 
versus induced voltage ratio; p - polar pairs. These factors 
and some of the quantities are chosen from diagrams or 
equations of the magnetic field theory.   

The value of the polar pitch which for the moment 
represent only a preliminary quantity could be obtained for 
example with the expression given in [1]. The final value 
results after the estimation of the operation characteristics 
that represents the variation with output power, P2, of 
different quantities. The calculus process consists of 
successive iterations that ends when the final values are 
similar to those imposed by the designer [2], [3]. The 
calculus of a three-phase reluctance motors include the 
following steps: 

- establish of main geometrical quantities; 
- air-gap calculus;  
- calculus of stator slots and stator winding; 
- design of the rotor provided with a special "squirrel 

cage" winding for start operation; 
- calculus of the magnetic circuit;  
- estimation of the operation characteristics for 

synchronous operation;  
As an example one designed a reluctance motor with 

the following rated parameters: PN = 1000W, U1N = 220V, nN 
= 1500 rot /min, cosϕN = 0.42, I1N = 5.3A. 

The calculus was made by using the MathCad 
software. By analytical determination the current diagram 
was obtained and finally the developed mechanical power 
line with an acceptable precision was established.  

The mathematical design was verified by using a FEM 
magnetostatic and transient magnetodynamic analysis (the 
latter for the study of the start-up but which not represent the 
aim of this paper). As follows one presents some of the 
results: 

- Figure 1: The geometry of the motor resulted from 
the calculus: outer diameter of the stator 134 mm; inner 
diameter of the stator 80 mm; length 103 mm; W1c = 42 turns 
per slot; single-layer winding with 2p=4 and q = 3; air-gap δ 
= 0,4 mm and the flux lines distribution. 

- Figure 2: Flux density color map. 

Fig. 1. Geometry and flux lines distribution

Fig. 2. Flux density color map 
 

The following figures (fig. 3,4,5 and 6) presents some 
of the results obtained on the test bench by direct acquisition 
with a DAQ card. It is shown the variation of the input 
power, P1, stator phase current, I1, output torque, M2 and 
power factor, cosϕ1. 

It has to be pointed out that in comparison with the 
no-load current, the under-load current has a decrease area 
followed by an increase area simultaneously with the output 
power (this variation is similar to a V shape and its 
explanation can be made starting from circle diagram or from 
the expression of the current [4]). 

As regards the power factor, the value corresponding 
to rated power value is of 0.4, which is pretty close to the 
value obtained from calculus, 0.42. The power factor 
increases up to 0.5 when the power reaches the value of P2 = 
2000W, that is 2⋅P2N. 

This model has been analyzed both with a FEM 
analysis in a magnetostatic solver [5]. The curve torque 
versus internal angle is presented in figure 7. 
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Fig. 3. Input power versus output power 

Fig. 4. Current versus output power 

Fig. 5. Output torque versus output power 

Fig. 6. Power factor versus output power  

Fig. 7. Torque versus internal angle  
 

Fig. 8. Geometry and flux lines distribution 

Fig. 9. Flux density color map 

Fig. 10. Pull-out torque versus pole filling  
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The three curves correspond to three different current 
values: 7A, 8A and 9A. Of great importance are the values of 
the pull-out torque which correspond to the amplitude of the 
fundamental. These values vary between 12 and 16 Nm. The 
value that corresponds to 7A is of 12 Nm and it is very close 
to the experimental value, 12.7 Nm.  

 

2. STUDY OF THE RELUCTANCE MOTOR WITH 
LAMINATED ROTOR (RMLR) 

The second part of the paper contains an analysis of a 
motor with a special rotor obtained as a radial assemblage of 
laminations made of cold-rolled steel with orientated grains 
of iron. The design takes into consideration the pathways of 
the flux lines and the necessity of creating a high difference 
between the direct-axis and quadrature-axis reactances. 

The figures 8 and 9 presents the geometrical structure 
and flux lines distribution (fig. 8) and the flux density color 
map (fig. 9) corresponding to a certain polar filling factor of 
αp = 0.45.  

The most important element that has to be pointed out 
for this structure refers to the polar filling factor, the quantity 
that put in view the ratio between the rotor pole width and 
the stator polar pitch. For our study we have used different 
values in the limits 0.28÷0.8. 
 

Fig. 11. Torque versus internal angle characteristic 

 
Figure 10 shows the variation of the pull-out torque of 

the model for different values of αp when the primary current 
remains constant at its rated value which is 5.3A. 

The maximum developed torque corresponds to a 
polar filling factor of αp = 0.45. It is interesting to notice that 
this value of the torque is close to the value of the real model 
but obtained for a higher current (6.6A, fig. 4). So we can 
conclude that the new model, RMLR, is a more convenient 
solution. For the same stator geometry, the presence of the 
new rotor determines an increase of the torque with 
approximately 25%. 

For a better comparison of the two models the figure 
11 presents the angular characteristic of the RMLR. 

The amplitude of the fundamental of these torques 
corresponding to 7, 8 and 9A is of 16.5, 19.5 and 22.4 Nm 
respectively.  

Another way to compare the performance of the two 
models is given in figure 12, which presents the dependence 
of the torque with the value of the current. 

 

Fig. 12. Output torque versus current 
 

 

Fig. 13. Flux lines distribution - αp = 0.28 
 

Fig. 14. Flux density color map - αp = 0.28
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As concerns the influence of the pole filling factor 
upon the electromagnetic parameters of the model, it is 
interesting to compare the flux lines distribution and the flux 
density color map for two values very different from the 
optimum value. Thus, the figures 13 and 14 refers to a value 
of αp = 0.28 and the figures 15 and 16 to αp = 0.81. For the 
both situations we have taken into account the same rotor 
position (internal angle). 

Fig. 15. Flux lines distribution - αp = 0.81 
 

3. CONCLUSIONS 
1. The paper brings some contributions concerning the 

design of the three-phase reluctance motor and the analyse of 
the magnetic field based on finite element software packages; 

2. The use of the PC and FEM analysis allows the 
estimation of under-load operation and angular 
characteristics corresponding to steady-state operation even 
when the software is dedicated to the study of machines with 
isotropic rotor (it is well-known that the reluctance motors 
have anisotropic rotors). It was analised the influence of the 
pole filling factor on the value of the pull-out torque;  

Fig. 16. Flux density color map - αp = 0.81
 

3. The experimental results obtained on the physical 
model validate both the new design formulations for the 
estimation of geometrical quantities and shows an increasing 
of the performance of the model with radial assembled 
laminations on the rotor since a much higher value of the 
ratio Xd/Xq is obtained. 
4. REFERENCES 
[1] Al. Simion, I. Vartolomei, L. Livadaru, S. Călugareanu, 

“On the CAD of the three-phase reluctance motor”, The 
11th International Symposium on Power Electronics - Ee 
2001, Novi Sad (YU), nov. 2001, p.(269-273). 

[2] Al. Simion, G. Mardarasevici, L. Livadaru, “Reluctance 
motor – design”, Iasi, 1993 (in romanian). 

[3] M.I. Postnikov, V.V. Ralle, “Sinhronie reaktivnie 
dvigateli”, Izd. Tehnika, Kiev,1970. 

[4] Al. Simion, “Special electrical machines”, Chişinău, 
1995 (in romanian).  

[5] ***  - FLUX-2D - Finite element software for 
Electromagnetic Applications; Version 7.61, CEDRAT, 
France. It is easy noticeable that the curve3, which is situated 

above the other two curves, develop a higher torque with 
approximately 25% for a pole filling factor of 0.45. 

 

 



ELECTRONICS, VOL. 7, NO.2, DECEMBER 2003. 68 
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 Abstract: Induction motors are used in electrical drives 
where simple reliable and robust machine is the first 
requirement. For the induction motor drive model stator, 
rotor and mutual resistances and inductances must be 
known. In the used method based on genetic algorithms the 
main goal is to estimate equivalent circuit parameters with 
the minimal estimation error between the calculated motor 
characteristics and catalogue one. The idea is using 
induction motor steady-state equivalent circuit to estimate 
motor parameters so that calculated values would be very 
close to known catalogue data. The used catalogue data 
could have influence on the recurrence of results, so in this 
paper this is analyzed.   
Key Words: Induction motor, parameter estimation, 
genetic algorithms  

1. INTRODUCTION 
Induction motors are used in electrical drives where 

simple reliable and robust machine is the first requirement. 
Therefore nowadays induction motors participate in over 
85% of all installed AC drives, in power ranging from few 
watts to over 10 MW. As result of power electronics 
development and control systems improvement, in last years 
induction motor replace DC motor more frequently in 
adjustable speed drives (ASD). 

In induction motor adjustable speed drives the accu-
rate dynamic model of machine is necessary. For the 
induction motor drive model stator, rotor and mutual 
resistances and inductances must be known. They could be 
determined experimentally or estimated with a help of some 
motor model based on catalogue data. 

The genetic algorithm is method, which may be used 
to solve a system of nonlinear equations. The genetic 
algorithm uses objective functions based on some 
performance criterion to calculate an error. However, the 
genetic algorithm is based on natural selection using random 
numbers and does not require a good initial estimate. That is, 
solutions to complex problems could evolve from poor initial 
estimates. Genetic algorithms manipulate strings of numbers 
and measure each string’s strength with a fitness value. The 
stronger strings advance and mate with other strong strings to 
produce offspring. One of the most important advantages of 
the genetic algorithm over the other techniques is that it is 
able to find the global minimum, instead of a local minimum, 
and that the initial estimate need not be close to the actual 
values.  

In the used method based on genetic algorithms the 
main goal is to estimate equivalent circuit parameters with 
the minimal estimation error between the calculated motor 
characteristics and catalogue one. The idea is using induction 
motor steady-state equivalent circuit to estimate motor 
parameters so that calculated values would be very close to 
known catalogue data.  

Induction motor equivalent circuit must 
correspondents to reality, but for the adjustable speed drive 
purposes the effects of saturation, hysteresis, eddy current, 
deep rotor bars and etc haven't influence on the working 
conditions.  

Using the equivalent circuit the equations for the 
current, power, torque, power factor and efficiency can be 
implemented. 

The equivalent circuit parameters estimation is multi-
variable optimization problem. There are more input values 
(catalogue data) and the five equivalent circuit parameters 
have to estimated. The estimation of the motor parameters 
and their recurrence depend on the number of catalogue data 
used in calculation. Because the result recurrence is very 
important for this kind of estimation, we made analysis of 
input data influence on the obtained equivalent circuit data. 
The analysis shows great influence on the results.  

2. GENETIC ALGORITHMS 
Genetic algorithms have been used to solve difficult 

problems with objective functions that do not possess 
properties such as continuity, differentiability, etc. These 
algorithms maintain and manipulate a family, or population 
of solutions and implement a "survival of the fittest" strategy 
in their search for better solutions. This provides an implicit 
as well as explicit parallelism that allows for the exploitation 
of several promising areas of the solution space at the same 
time. Genetic algorithms search the solution space of a 
function through the use of simulated evolution- the survival 
of the fittest strategy.  In general the fittest individuals of any 
population tend to reproduce and survive to the next 
generation.  

The algorithm process populations of strings called 
chromosome. There are three operators involved in search 
process: reproduction, crossover and mutation.  With these 
operators the algorithm give chance to string to survive and 
produce better string. The value of objective function is 
called fitness.  

The basic steps of the genetic algorithm are: 
initialization, generation of initial population, calculation of 
fitness, fitness scaling, applying of reproduction, crossover 
and mutation. Except the initial steps, the process continues 
in the close loop, so   the search process can continue 
indefinitely. Therefore the stopping rule is necessary to tell 
algorithm to stop. 

2.1. Reproduction 
Working on the entire population reproduction 

operator creates a new generation from old one.  The creation 
of new generation is based on individual an average fitness. 
Reproduction operator determines the number of copies that 
particular individual will have in the next generation.  

2.2. Crossover 
The crossover operator takes two individuals and 

creates new, mating and swapping part of the string. The 
result of the crossover is two new strings that move to the 
next generation. For the binary strings can be used simple 



ELECTRONICS, VOL. 7, NO.2, DECEMBER 2003. 69

crossover. For the real valued representation can be used 
simple, arithmetic and heuristic crossover, developed by 
Michalewicz. 

2.3. Mutation 
Mutation involves the random number change in some 

individuals producing single new solution. In this way is 
introducing variation into population. Binary mutation flips a 
random bit with predefined probability.  In the real valued 
representation are used: uniform, non-uniform, multi-non-
uniform and boundary mutation. 

2.4. Termination and evaluation functions 
The genetic algorithm moves from one to another 

generation selecting and reproducing parent until a 
termination criterion is met. The most used termination 
criteria are the maximum number of generations. The next 
strategy is population convergence criteria. This means than 
when the sum of the deviations among individuals becomes 
smaller then predefined values algorithm stops.  The 
algorithm, also, can be terminated when lack of 
improvements in the best solution in the predefined number 
of generations. Also, other criteria can be used depend on 
implementation of algorithm. Different criteria can be used in 
the same algorithm, and the process stops when one (or 
more) criteria is met. 
3. INDUCTION MOTOR MODEL 

Stator, rotor and mutual resistances and reactances 
could be obtained with model using only catalogue data 

Usually, the following catalogue data is known: 
Nominal power; Nominal phase voltage; Nominal current; 
Nominal speed; Nominal slip; Nominal power factor; 
Nominal efficiency; Breakdown torque; Locked rotor torque; 
Locked rotor current; Number of pole pairs. 

Depending of the parameter purposes various methods 
different catalogue data are used for obtaining motor's 
resistances and reactances. 

The idea of the proposed model is using induction 
motor steady-state equivalent circuit to estimate motor 
parameters so that with calculated values of resistances and 
reactances, to be very close to known catalogue data.  The 
usage of steady state equivalent circuit for the parameter 
estimation produces nonlinear multi variable functions.  

Induction motor equivalent circuit must 
correspondents to reality, but for the adjustable speed drive 
purposes the effects of saturation, hysteresis, eddy current, 
deep rotor bars and etc haven't influence on the working 
conditions. Equivalent circuit of induction motor for each 
phase is shown in Fig. 1.   

  X1 R1 X2 

Xm R2/s 

 
Fig. 1. Equivalent circuit of induction motor for 

parameter estimation based on catalogue data 

In Fig. 1 are presented following elements: Xm is 
magnetic field reactance connected in magnetic branch. It is 

obviously that a resistance, which represents power losses in 
magnetic core, is missing. Magnetic core losses are too low 
and this simplification produces neglect estimation error; R1 
is stator resistance; X1σ is a stator reactance; X2 is a rotor 
reactance; R2 is rotor resistance and s is rotor slip. 

The equivalent circuit shown in Fig. 1 and the basic 
induction motor relations allow to be set the needed 
equations.  

Parameter estimation will be should be done in two 
steps: 

1. Using catalogue data and equitation based on the 
experience, the initial values for the reactances and 
resistances can be estimated; 

2. Involving genetic algorithms the final values are 
calculated. The objective function, which has to be 
minimized, is an error between catalogue data and 
estimated values. 

One of the possible problems in the catalogue data 
estimation of the induction motor parameters is the fact that 
electrical machines are manufactured and supplied according 
to the stipulation, contained in the parts of IEC Publication 
34 and in the accordance with the term of the agreement. The 
tolerances related to the induction motors according IEC 
Publication 34-1 are given in the  
4. RESULTS 

4.1. Induction motors data 
For the recurrence analysis, the five induction motors 

with the known equivalent circuit parameters are used. These 
motors are for the different purposes and different voltage 
and speed. The basic information for the each motor is given 
in the Table 1. 

Table 1. The basic data for the used motors 

Type Powe
r 

[kW] 

Voltag
e 

[V] 

Speed 
[RPM] 

Purpose 

WRI
M 

736 4000 1773 General 

SCIM 400 400 742 CSI 
SCIM 250 400 989 VSI 
SCIM 18.5 380 1465 General 
SCIM 2.2 220 700 General 

WRIM-Wound rotor induction motor;  SCIM - squirrel cage 
induction motor; CSI - current source inverter; VSI- voltage 
source inverter 

4.2. Description of the problem 
For the induction motor equivalent circuit parameters 

estimation based on catalogue data using genetic algorithms 
the program in the MATLAB environment was developed.  

For analysis of the induction motor parameters 
estimation and results recurrence depend on used catalogue 
data the program was run for the different set of the input 
data: 

1. All catalogue data for the nominal speed 
2. All catalogue data for the nominal speed without 

efficiency 
3. All catalogue data for the nominal speed and 

breakdown torque 
4. All catalogue data for the nominal speed and 

breakdown torque without efficiency 
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For the each set of the input data the estimation of the 
motor parameters is done with and without knowledge of the 
stator resistance R1, so the total number of analyzed cases is 
eight. For the electrical drives the presume of known stator 
resistance is not problem because this resistance can be easy 
measured, or in the inverter drives calculated. The same 
procedure was done for the five different induction motors. 

The problem about accuracy of catalogue data and 
influence on the estimated results mentioned in the previous 
heading is analyzed and present in the [1]. 

Program was run twenty times for the each data set for 
testing purposes and the elimination of possible errors in the 
algorithm. The goal function is minimal difference between 
catalogue data and calculated with the induction motor 
parameters. Termination criteria are difference lower than 1 
%, or 1000 generations. 

4.3. Result analysis 
The general conclusion was that the recurrence of the 

results doesn't depend on the motor type. The influence of the 
used catalogue data is dominant. Because of that in the paper 
only results for the 250 kW SCIM are presented.  

Catalogue data for the nominal speed 
The estimation error of the resistances for the both 

cases (without and with  knowledge of stator resistances are 
shown in Fig. 2 and Fig. 3 
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Fig. 2. Parameters error  for the different trials 
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Fig. 3. Parameters error for the different trials and R1 

It is obvious that recurrence of the estimated 
parameters in both cases for the mutual inductance is bad, but 
for the other parameters the situation is better. 

Catalogue data for the nominal speed without 
efficiency 

Parameters estimation errors are shown in Fig. 4 and 
Fig. 5. The recurrence of the estimated data and their errors 
has the same trend line. This case can be treated as better 
solution because there are one data less for calculation 
(method goes faster). 
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Fig. 4. Parameters error for the different trials 

Catalogue data for the nominal speed and breakdown 
torque 

When the breakdown torque is involved in the 
algorithm all estimated values became with the lower error 
and the trend line of the recurrence of the calculated motor 
parameters became near to constant. That means that this 
case is better than the previous. The errors for the estimated 
motor parameters are shown in the Fig. 6 and Fig. 7. 
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Fig. 5. Parameters error for the different trials and R1 
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Fig. 6. Parameters error for the different trials and R1
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Fig. 7. Parameters error for the different trials and R1

Catalogue data for the nominal speed and breakdown 
torque without efficiency 

The errors for the estimated motor parameters do not  
show any significant changes in the recurrence trend line. 
The main goal in this case is reduction of the calculation 
needs. Error lines  are shown in the Fig. 8 and Fig. 9  
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Fig. 8. Parameters error for the different trials and R1

5. CONCLUSION 
Genetic algorithms can be used to solve difficult 

problems with objective functions. With usage of genetic 
algorithms can be avoided complicated calculation of partial 
differentials, complicated equations etc.  

In this paper is shown one of possible application of 
genetic algorithm for estimation of induction motor steady 
state equivalent circuit parameters. The purposed algorithm 
with the used goal function can estimated needed parameters.  
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Fig. 9. Parameters error for the different trials and R1

The results obviously show that the type, size and 
speed of the induction motor there is no influence on 
recurrence of the results. All analyzed motors have the same 
recurrence trend line.  

The great influence on the estimated motor parameter 
have the selection of the catalogue data which are include in 
the objective function for the parameter estimation.  

Also, it is shown that catalogue data for the  efficiency 
there is no influence on the recurrence of the results. 
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Abstract: Rotor position and speed sensors are required for 
vector control of induction motor. Because there are some 
applications in industry, where these sensors cannot be used, 
sensorless control technique should be used. In this paper 
rotor speed estimator are considered, which is based on 
feedforward artificial neural network. It is demonstrated that 
such estimator, in contrast to conventional model-based 
approaches, does not depend on a knowledge of machine 
parameters. It is further shown that accurate estimates can 
be obtained in situation of varying load without the need for 
explicit load monitoring. 
Key Words: Sensorless control, neural networks, induction 
motor, vector control, DSP 
1. INTRODUCTION 

In modern control techniques for induction motor with 
high dynamic requirements the speedtransducer such as 
tachogenerator, resolver or mainly digital shaft position 
encoder are used to obtain speed information. These sensors 
are sources of trouble. The main reasons for the development 
of sensorless drives are: 

• reduction of hardware complexity and cost 
• increased mechanical robustness 
• working in hostile environments 
• higher reliability 
• decreased maintenance requirements 
• unaffected moment of inertia 

Many types of speed estimator have been presented 
for electrical drives but in general these can be classified into 
‘conventional’ or AI-based. 

It is main advantage of AI-based techniques over 
classical model-based techniques, that it does not require 
model representation of the motor and the drive development 
time can be rapidly reduced. 

Conventional types of estimators can be classified into 
open loop estimators, MRAS and observers (Kalman, 
Luenberger). 

In general open-loop flux and speed estimators use 
monitored stator voltages and stator currents. These 
estimators have accuracy problems, mainly at low speeds and 
are dependent on knowledge of  motor parameters. 

The main dificulties of Kalman filter are specifying of 
right covariance matrices because for many cases the 
required statistical information is not available. 
2. SPEED ESTIMATOR USING FEEDFORWARD 
NEURAL NETWORK 

First it is necessary to design right structure of ANN 
and it is also important to determine such inputs to ANN, 
which are available in structure of vector control and from 
which is able to estimate a rotor speed of IM. It does not exist 
a recommended method for determination of ANN structure, 
so the final ANN was designed by means of trial and error. 
The main goal was to find the simplest neural network with 
good accuracy of speed estimation. This is the key for 
industry use of ANNs.  

It has been designed three layer feedforward 8-22-1 
ANN with following inputs: usα*(k), usα*(k-1), usβ*(k), 
usβ*(k-1), isα(k), isα(k-1), isβ(k), isβ(k-1). The activation 
functions in hidden layer are tansigmoids and output neuron 
has linear activation function. The network has been 
implemented in vector control of induction motor and entire 
drive was simulated in program Matlab and then it has been 
implemented in real drive controlled by DSP powered by 
Texas Instruments. Training stage is performed in Matlab 
using Levenberg-Marquardt algorithm. 

For implementation of neural speed estimator onto 
real electrical drive it is necessary to obtain such training 
data, which determine the desired behavior of artificial neural 
network. The training data set was obtained from real vector 
controlled induction motor drive. For this purpose 90 000 
samples were measured for each of the input and output 
signals. During training stage it was used 30 000 samples 
only and it was achieved an error 5 x 10-3. Another data was 
used for testing phase.  

 
Fig. 1. Designed neural network for speed 

estimation (8-22-1) 
Entire structure of vector controlled drive is shown in fig. 

2. Voltage signals of measured stator currents are 
transformed from stationary reference frame [α,β] into 
reference frame oriented on the rotor flux linkage space 
vector [x,y], that is done in Block of Vector Shift 2 (BVN2). 
Output of this block are real stator currents i1x, i1y, which are 
feedback signals to the current controllers Ri1x, Ri1y. The 
decoupling rotation voltage components uxe, uye, which are 
evaluated in Block of Decoupling Circuit (BZV), are added 
to the outputs of mentioned controllers. The inverse shift 
(from reference frame oriented on the rotor flux linkage 
space vector to stationary reference frame) is done in Block 
of Vector Shift 1 (BVN1). The signals from this block are 
inputs to the Block of ANN-based Vector Pulse-Width 
Modulator (ANN-PWM – it is described in [8]). Last 
mentioned block ensures right switching of six IGBT in 
Transistor Frequency Converter (TMF). Controller Ru 
processes a control error between computed and reference 
value of stator voltage space vector modulus. The real value 
of this modulus is computed from values u1x

*, u1y
* in block of 

Vector Analyzer (VA).  
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2. Structure of sensorless vector controlled induction motor 

drive 
It is necessary to determine the oriented angle γ, which is 

used in BVN1, BVN2. The angle is evaluated in the Block of 
Evaluation of Oriented Quantities (BVOV). During training 
stage needful rotor position (angle ε) is obtained by means of 
speed sensor. Then the position is determined by integration 
of estimated rotor speed. BVOV is based on so-called current 
model. Controller Rω processes a control error between 
estimated Ωm and reference value Ωm

* of mechanical speed.  
3. DSP IMPLEMENTATION 

The sensorless vector controlled induction motor drive 
structure including neural speed estimator has been 
implemented onto digital signal processor TMS320C40, 
which provides high computing power for presented control. 
The processor works with 32-bit data in floating-point 
arithmetic. It allows summation, substraction, multiplication 
and division in one machine cycle. Instruction cycle interval 
is 50 ns, while most instructions are performed in one 
machine cycle. 

For testing of the method it was used wound-rotor 
induction machine 2,7 kW. Entire control system is shown in 
fig. 3., and it has been realized at Technical University of 
Ostrava (Czech Republic).  

The core of the system is mentioned DSP, which utilizes 
additional information from other peripherals – Analog to 
Digital and Digital to analog converter (A/D, D/A), Block of 
Switching Pulses (BSP), Block of Evaluation of Rotor 
Position (BEPR), which processes the signals from 
incremental encoder (1024 pulses per rotation with two 
shifted outputs => overall 4096 pulses/rotation). BSP is 
needful for right communication with modern IGBT 
frequency converter (TFC). Block of Isolated Amplifiers 
(BIA) is important to get signals of stator currents, which are 
sensed by means of LEM current sensors. Block of A/D 
converter includes four-channel, 12-bit A/D converter (total 
conversion time of all channel is 800ns). Significant part of 
the control system is a board of D/A converter for 
representation of interesting quantities. Communication 
between DSP and PC is ensured by serial interface. 

 
Fig. 3.  DSP control system 

4. EXPERIMENTAL RESULTS 
In the chapter it will be presented important quantities of 

the drive. First it is used estimated rotor speed only as input 
to the speed controller. It is tested speed estimation accuracy. 
Such configuration is convenient for scalar controlled 
induction motor drive,  direct vector control of induction 
motor and similar structures, which do not require rotor 
position information. Experimental results are shown in fig. 
5, 6. 

 

 
Fig. 5. Real and estimated mechanical speed, torque-

producing and flux-producing stator current,  
ch1: n=f(t), ch2: nest=f(t), mn = 60rpm/V,  

ch1: isy=f(t), ch2: isx=f(t), mi=1A/V,  
first run-up to 300 rpm and reversation to –300 rpm 

without load 
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first run-up to 200 rpm and reversation to –200 rpm 
without load 

 

 
 

Fig. 6. Real and estimated mechanical speed, torque-
producing and flux-producing stator current, 

ch1: n=f(t), ch2: nest=f(t), mn = 60rpm/V, 
ch1: isy=f(t), ch2: isx=f(t), mi=1A/V 

first run-up to 300 rpm and reversation to –300 rpm with 
load 

In the second stage it is used estimated rotor speed and 
position too. Presented structure of vector control uses the 
reference frame oriented on rotor flux. So rotor position 
information is needful. This drive is speed sensorless. 
Experimental results are shown in fig. 7, 8. 

 

 

 
Fig. 7. Real and estimated mechanical speed, torque-

producing and flux-producing stator current, 
Real sine value of rotor position and oriented angle, 

ch1: n=f(t), ch2: nest=f(t), mn = 60rpm/V, 
ch1: isy=f(t), ch2: isx=f(t), mi=1A/V 

ch1: sinε=f(t), ch2: sinγ=f(t) 

 

 

 
Fig. 8. Real and estimated mechanical speed, torque-

prod
         sine value  

 = 60rpm/V, 

ch1: sinε=f : sinγ=f(t) 
0 rpm and reversation to –200 rpm with 

ucing and flux-producing stator current, 
 of real and estimated rotor position,

ch1: n=f(t), ch2: nest=f(t), mn
ch1: isy=f(t), ch2: isx=f(t), mi=1A/V 

(t), ch2
first run-up to 20

load 
5. CONCLUSION 

In the paper it is presented sensorless induction motor 
drive with vector control. The speed estimator is based on 
feedforward neural network. During training stage the neural 
network does not have any training patterns, which represent 
a behavior of the drive with load, but ANN speed estimator 
works correctly even in such situations. It is clear that the 
network shows its basic ability – generalization. The range of 
estimated rotor speed is not anyway limited and it depends on 
application requirements and corresponding training data. 
When it is used estimated speed only, the results are excellent 
and the difference between real and estimated rotor speed is 
minimal. In the second stage it is used estimated speed and 
position too. Accuracy of estimated rotor speed is good but 
ripple of torque-producing stator current is a bit higher. It can 
be improved by more frequented estimation (every 500 µs 
instead of 5 ms. Sampling frequency of speed regulation is 5 
ms, but sampling frequency of current regulation is 500 µs, 
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so it is needful to know an information about rotor position 
every 500 µs, but used measuring hardware can not collect 
the training data so fast). The lowest boundary of fine speed 
estimation is about 30 rpm. Department of Power Electronics 
and Electrical drives in Ostrava deals with sensorless drives, 
so last year it was realized an observer based on extended 
Kalman filter. In the end it is possible to compare computing 

s. It is shown in 
tabl
Table 1. Execution times of each algorithm 

Algorithm 

40 [ s] 

demands of each types of speed estimator
e 1.   

Execution 
time 

TMS320C
µ

Vector control of induction 
motor 

60 

Extended Kalman filter 370 
ANN speed estimator and rotor 
position evaluation 

205 
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Abstract: A phase angle standard with very low 
measuring uncertainty of 3 µrad is developed. The standard is 
based on a two channel high-stability arbitrary waveform AC 
source for voltage of up to 120 V and current of up to 6 A 
with high phase angle resolution which is realized as a 
development device with full computer control. Proprietary 
auto-calibration method is implemented for achieving 
ultimate performances in phase angle accuracy. High 
performances of the phase angle standard is thoroughly 
evaluated and presented briefly. 

Key Words: phase angle measurement, power factor 
measurement, calibrator, standard, automated 
measurement 
1. INTRODUCTION 

Phase angle measuring instruments differ according to 
application, principles of operation, complexity, 
specifications etc. Common to all of them is that from time to 
time their characteristics must be evaluated. Phase-angle 
standards serve this purpose.  

In power applications, frequencies of interest are from 
several tens of hertz to several kilohertz. In past decades 
digital function generators with precision D/A converters 
became state-of-the-art in voltage, current and power 
calibrators. As easy it is to generate two voltage signals with 
controllable phase angle at 10 V level, problems arise when 
these signals are amplified to high voltage and current levels 
0.  

This work presents a phase angle standard that fulfills 
all metrological conditions for a national phase angle 
standard 0. 

Basically, the standard consists of: 
• Two-channel AC voltage and current source 

that generates sinusoidal voltage and current 
with controllable amplitudes, common 
frequency and phase angle, and 

• An auto-calibration method that provides 
required phase angle accuracy. 

2. VOLTAGE AND CURRENT SOURCE  
The two-channel voltage and current source is 

designed to fulfill following requirements: 
• Frequency range 10 Hz to 10 kHz 
• Voltage range 0 V to 120 V  
• Current range 0 A to 6 A  
• Output power: voltage 25 W, current 100 W 
• Short-term stability: better than 10 ppm with 

respect to range 
• Phase angle: 0° to 360° 
• Phase angle resolution: equivalent to time 

delay of 5 ns 
• Manual and automatic operation  

The source block diagram shown in Fig. 1 explains its 
internal structure. 

 

 

Fig. 1. Two-channel source block diagram 
The main oscillator provides automatic data reading 

and sending to DAC susbsystem for the two channels. 
Keyboard and display are intended for user interface when 
operating as stand-alone device. Two interfaces (GPIB and 
RS-232) with standard SCPI instructions provide remote 
operation. 

2.1. Two-Channel Digital Function Generator 
The two-channel digital function generator presents 

central part of the voltage and current source. The embedded 
CPU provides man-machine interface for autonomous 
operation and computer-device interface for remote operation 
via GPIB or RS-232 interface.  

This generator provides galvanically isolated interface 
to two DAC subsystems. Samples of two signals are 
calculated and held in EEPROM memories. Operating at 
100 MHz (based on TCXO with mark/space ratio of 1:1) 
memory read interface is able to provide 5 ns phase 
difference increment between two output signals. Output 
signals are generated with 64 to 8192 equidistant samples 
with 8 to 16 bit programmable resolution. Phase angle can be 
changed by: 

• recalculating samples for two signals, 
• delaying one of two signals with respect to the 

other with 5 ns resolution, and 
• by combination of the above. 

Recalculation of samples permit very high phase 
resolution, under 0.01 µrad, with expense of longer time 
required (in range of seconds). Digital delay is performed 
almost instantly. 

2.2. DAC Subsystem 
The two identical DAC subsystems with 7.07 V 

maximum RMS output generate input signals for output 
amplifiers. 

DAC susbystem schematic (Fig. 2) shows two DACs, 
one of multiplying deglitched type for sample generation, 
and the other which provides voltage reference and output 
signal aplitude. The DAC interface is serial in order to 
minimize the number of signals that cross the galvanical 
barrier.  

Stable power is essential for this subsystem, because 
all power line influencies due to non-ideal PSRR will be 
amplified and present at output. Thanks to high number of 
samples the first-order output filter provides enough anti-
aliasing with almost zero signal phase deviation. 

 

Fig. 2. DAC subsystem diagram 
From outputs of two DAC subsystem two low level 

signals with the same frequency, variable amplitude and 
phase angle are lead to the voltage and transconductance 
amplifier to provide high level voltage and current outputs. 
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2.3. Voltage Amplifier 
As seen at Fig. 3, the DAC output drives an error 

amplifier in the voltage amplifier section. Inverting 
configuration provides that amplifier input signal mean value 
is zero, which significantly reduces nonlinearities in this 
stage.  

Because of the poor offset characteristics of power 
amplifiers the offset compensation circuitry shifts the input 
OP AMP operating point in such a manner that the 
amplifier's output offset is zero. This circuit compensates the 
overall offset and can be shut off programmably whenever 
the user decides that this feature is not needed.  

 

Fig. 3. Voltage amplifier 
Output interface contains guard signals generation, 

two wire / four wire feedback voltage divider connection to 
output device and standby / operate function.  

2.4. Transconductance Amplifier 
Similar to voltage amplifier, the transconductance 

amplifier generates output current which is proportional to 
input voltage. Current sense shunt is floating so the output is 
ground referenced, which has great impact on stability and 
noise suppression.  

 

Fig. 4. Transconductance amplifier 
Output interface circuit generates necessary guard 

signals and provides standby / operate function.  
Transformerless amplifier configuration in both 

amplifiers is essential for the better stability, higher 
frequency range and better phase angle controllability. 

2.5. Auto-calibration Procedure 
Phase angle specifications are not given for the two 

channel source. Due to characteristics of power amplifiers, 
phase angle depends on voltage and current level and on 
signal frequency. High stability of the voltage, current and 
phase angle generated nevertheless allow that auto-
calibration procedure can be performed only when either of 
the voltage, current or frequency is changed. 

 

Fig. 5. Auto-calibration procedure 
As seen in Fig. 5, output signals are presented to the 

device under test and to the standard power converter 0 
which provides DC voltage proportional to the AC apparent 
power on its inputs. When needed, i.e. when frequency, 
voltage and/or current is changed, the phase angle calibration 
is performed. The "switch" in the computer is set, standard 
power converter output is measured, phase angle correction 
is calculated and stored into the LATCH. After that, the 
"switch" is turned off and until the next calibration the value 
held in the LATCH is used to provide the phase angle 
correction.  

 
Fig. 6. Determining the phase angle correction 

As an assumed phase angle of 90° (φP) the previously 
calculated correction value is added to the initial (hardware-
defined) phase angle of 90°  between voltage and current. 
The value ∆φ which will be added and subtracted to (from) 
the current 90° value (φP) is determined knowing the 
standard power converter's constant as the value of angle at 
which the output voltage of the standard power converter will 
be near the upper level of the 100 mV voltmeter's range in 
order to minimize the DC voltage induced error. Measurings 
are taken at both phase angle values: (φP-∆φ) and (φP+∆φ) 
several times and the average value is calculated.  

The new supposed value of 90° phase angle (φP) is 
calculated by linear interpolating a zero-crossing of a straight 
line through two measured points at (φP-∆φ) and (φP+∆φ). 
The new phase angle correction value is obtained by 
subtracting this value from the initial 90° value. 
3. MEASURING UNCERTAINTY ESTIMATION 

Measuring uncertainty of the realized phase-angle 
standard is the key metrological characteristic, and all 
decisions during the concept, development and realization 
phase were restricted by the extreme requirements - to 
achieve the measuring uncertainty that is:  

• far less than measuring uncertainty of the 
existing national standard in Serbia and 
Montenegro;  
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• in the range of national standards in developed 
countries.  

Extensive tests and experiments were taken to 
evaluate factors and restrictions that influence measuring 
uncertainty, to quantify them and to remove or reduce their 
parasitic influence. 

Analysing the operation of the device that generates 
phase angle between two AC values (voltage in the range of 
100 V and current in the range of several amperes) the list of 
factors that influence the phase angle is obtained; it includes 
phase and amplitude characteristics of current and voltage 
amplifiers which depend on signal amplitudes and frequency; 
load characteristics, temperature, power voltage, harmonic 
distortion and many others. All of them are functions of time. 

Instead of evaluating particular contributions of each 
influential value separately, the overall measuring uncertainty 
is based on applied standard power converter, which is used 
as an accuracy and long-term stability reference. The 
calibration certificate of the standard power converter 
includes error boundaries. 

Practically, there is only one key characteristic that 
must be evaluated: short-term stability (stability of the key 
parameters in the interval of several minutes), assuming the 
auto-calibration is performed whenever needed. 

Auto-calibration procedure includes: 
• setting the phase angle to φZ = π/2; 
• The real phase angle would be slightly 

different, which is detected by the standard 
power converter output non-zero output. 
Given the relation: 

ϕcosoIoUP =   , (1) 
the phase angle increment ∆φ corresponds to the 
power increment ∆P: 

ϕϕ ∆sin∆ oIoUP −=  
, 

(2) 

and also 

oIoUP /∆∆ −=ϕ  , (3) 
for the phase angle φ near the π/2. The correction 
factor φc is: 

ϕϕ ∆−=c  . (4) 
• The calculated correction φc is used in the 

following calculations as far as it can be 
assumed that the overall impact of all 
influential values is unchanged. 

The phase angle measuring uncertainty practically is 
reduced to measuring uncertainty of the established 
correction. 
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Fig. 7. Phase-angle correction meas. uncertainty 

The relation between the measuring uncertainty of the 
active power measurement by the standard power converter 
and the measuring uncertainty sc of the correction φc  
(φc = P/Uc Ic) is shown in Fig. 7. 

The measuring uncertainty sc of the correction φc is 
evaluated by corresponding rules [5]: 
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where sP, sUo and sIo are measuring uncertainties of 
the power, AC voltage and AC current measuring. 

The relation: 
UcKP =  , (6) 

where Kc is the standard power converter's constant 
and U is the DC voltage at the standard power converter's 
output, yields: 

22222
UcKcP sKsUs +=  . (7) 

The measuring uncertainty of the standard power 
converter, sKc, is given in calibration certificate as error 
boundaries of 50 ppm with respect to the upper range of the 
apparent power (5 A and 120 V). This is the type B 
measuring uncertainty, so the standard power converter's 
contribution to the overall measuring uncertainty is: 

V

W3-10 7,1
V

W
103

3

1

3
3 ⋅=⋅⋅ −==

G
sKc  

. 

(8
) 

The measuring uncertainty of the DC voltage sU is 
given by: 

222
UbUaU sss +=  , (9) 

where sUa is the type A measuring uncertainty 
determined by repeated measurements (series of ten 
measurements) of the DC voltage at the output of the 
standard power converter. Based on the great number of 
measurements it is estimated to be less than sUa = 24µV; sUb 
is the type B measuring uncertainty determined by catalog 
values of DC voltage measurement error boundaries, 
±(9 ppm of value + 10 ppm of range).  

For the applied DC measuring range and possible DC 
voltage values: 

µV1µV2
3

1
≈=Ubs  , (10) 
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and 
µV24=Us  . (11) 

Based on (7) the measuring uncertainty of the AC 
power measurement is less than: 

W3105.1 −⋅=
P

s  . (12) 

Finally, for near-nominal AC voltage and current 
values (120 V and 5 A), based on (5), the measuring 
uncertainty of the phase angle correction is less than 3 µrad. 
4. EXPERIMENTAL RESULTS 

Thorough tests were taken in several past months 0 in 
order to establish the phase angle standard's measuring 
uncertainty and other important characteristics.  

The short-term stability of the voltage, current and 
power is given in Fig. 8. In the time interval of two minutes 
which is in most cases enough for establishing measurement 
data in computer-controlled measuring system, output signals 
present extremely high stability of several parts per million, 
which is high-end in many national laboratories' AC 
calibrators. 

A half-hour phase angle deviation from its 90° value 
is presented in Fig. 9. The standard power converters' output 
is measured and recorded at the power factor set to zero 
(phase angle of 90°).  

Measuring uncertainty of 3 µrad is clearly seen. The 
major part of this uncertainty is due to poor filtering at the 
standard power converter's output at low power factors.  

 

 
Fig. 8. Short-term stability U, I, P; f=53 Hz;  ppm/s 

 
 

Fig. 9. Phase-angle stability  µrad/s 
The mean value of the initially set phase angle 

remains almost unchanged in 30 minutes, despite the fact that 
auto-calibration was not performed during that period, which 
highlights the high stability of the two-channel source.  
5. CONCLUSION 

The phase angle standard presented in this paper is 
developed to fulfill all the requirements to become the new 
national standard of Serbia and Montenegro.  

As an experimental device with more functionality 
than is needed for the national phase angle standard, the two 
channel voltage and current source can be used as a basic AC 
source for development of many different precision 
instruments and devices, such as voltage, current, power and 
energy calibrators, AC bridges etc.  
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Abstract: The paper deals with use of supercaps as 

auxiliary devices of on board energy sources. It shows that 
they can successfully support current peaks, temporarily 
requested by electrical road vehicles. The co-action is useful 
to improve energetic efficiency of the whole driving system 
and to take longer battery life. These advantages can be 
really reached in practice only by implementing proper 
control techniques. The paper suggests one of these 
techniques and by means of a digital simulation and some 
experimental test gives evidence to many practical problems 
and to some possible solutions of them. A sample numerical 
example is finally given for better explaining the suggested 
control technique. 

Key Words: Control, supercaps, vehicles  
1. INTRODUCTION 

Duty cycles of road vehicles are characterised by 
repetitive high power demands, spaced by time intervals with 
low mechanical loads and short times braking operations. 
When electric road vehicles are dealt with, duty cycles are 
squeezed, because they are mainly used on the inside of 
towns and, hence, due to urban traffic, starting and braking 
operations are quickly occurring in series. Designs of on 
board electrical energy sources have to deal with these 
peculiarities of duty cycles and must provide to realise 
supplying systems that obtain the highest possible fuel 
distance and the longest possible operating life. 

Supercaps can be successfully used in electric road 
vehicles for supporting electrochemical batteries, according 
to the block diagram of fig.1. It is known that one of the 
factors affecting the life of electrochemical batteries is their 
transient overloading, also if it is limited to short time 
intervals. Therefore, proper design of battery rating must not 
only take into account their capacity in terms of Ampere x 
hours, but also the maximum current needed by power train 
for starting and for supporting accelerations. Nowdays 
supercaps represent an auxiliary device, useful to contribute 
to short-time load current peaks. To this end they must be co-
opted in the on board energy source, they must be discharged 
until they are capable to supply the requested auxiliary 
current. Afterwards, they must be re-charged to be on the 
ready for the further supporting action. These operating 
conditions are made possible by the use of a power 
electronics device, which provides either to increase or to 
decrease intermediate voltage to obtain that supercaps are 
respectively either discharged or charged. In both cases 
intermediate voltage have always to be controlled and 
arranged either for squeezing current according to a given 
amplitude versus time law or for carrying on the restoring 
electrical charge without overloading electrochemical 
battery. Some authors have already suggested the use of 
supercaps as auxiliary devices on board of road electric 
vehicles (see for example[1],[2]).  

Step-up / 
down

Electrical 
Drive

&
Power
 Train

Fig. 1. Block diagram of the electrical power section of an 
electric road vehicle 

We have, however, found only a few experimental results 
about the behaviour of supercaps operating in parallel with 
electrochemical batteries supported by suitable control 
algorithms in order to investigate about the optimisation of 
power flows between the electrochemical batteries and  
supercaps-set. 

Current absolute values and related to source weights 
are preliminarily given. The paper suggests a suitable control 
algorithm of step up electronic devices and gives some 
numerical results referred to different duty-cycles of the 
power train. 
2. ELECTRICAL POWER SECTION OF AN 
ELECTRIC ROAD VEHICLE 

Electrical power sections of electric road vehicles (EV) 
consist of many subsystems and each of one interacts with all 
others. The basic configuration of a sample electrical drive 
for EV is shown in fig. 1. DC power section of the drive is 
traditionally constituted by an electrochemical battery, 
capable to cover the main power demand of power train in 
the time  interval between two consecutive home repairs. 
Nowdays it is possible to improve this section by adding a 
supercap set and an additional DC/DC electronic power 
converter, which provides to a bi-directional flow of 
electrical energy and controls voltage output during load 
power variations. Supercap sets improve power supplying 
sections, because they cover current peaks during braking 
and starting and, hence, obtain  increases of batteries life and 
of efficiency. 

Both results are, however, obtained at the best only if the 
supporting action of supercaps to electrochemical batteries is 
properly controlled. The evaluation of the more useful 
control strategies can be obtained by analyzing the behaviour 
of the both power sources for solving problems related to 
their integration and to their fully compatibility. Theoretical 
analyses of such system operating conditions can be 
successfully performed on the basis of their mathematical 
models and on the digital simulation of practical applications.  
In the following, each component of the system is shortly 
analysed and analytically represented. Where previous 
technical literature does not give enough experimental results 
to validate theoretical model (i.e. for the step-up and the 
electrochemical capacitor-based device) results of  bench 
tests of subsystems are given. 
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2.1 Electrochemical batteries 
The behaviour of electrochemical batteries is not only 

dependent on the currents they carry out, but, also, on their 
state of charge. These behaviour can be, however, still be 
represented by an equivalent electrical network consisting of 
a source of constant voltage, Eb a variable inner resistance 
whose values are function of two variables, ib and Qb, i.e. Rb 
(ib, Qb). Results of our previous theoretical and experimental 
researches [3] have shown that for lead-acid batteries a 
polynomial approximation of Rb may be obtained. For this 
reason we can set: 
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2.2 Electrochemical capacitor–based device 
Electrochemical capacitor modules can be successfully 

used to store electrical energy [4] in the on board power 
supply systems of electrical vehicles because they have high 
value of p.u. capacity (i.e. very high values of ratios 
capacity/weight and capacity/volume see for example tab.1) 
so that it is possible to assemble small modules with high 
energy and power densities. 

Different equivalent circuits of supercaps are given by 
technical literature [5]. For DC applications they can be 
represented by an RC series as shown in fig.2. The series 
resistance, Rs, has a very small value, while the capacitance 
Cs is very high (see tab.1).  

Table1. Characteristic parameters of some supercaps. 

Type v 
[V] 

Cs

[F] 
Rs

[mΩ] 
C/Weight 

[F/kg] 
C/Vol 

[mF/m3] 

Power
density
[W/kg]

Energy 
density 

[ Wh/kg]

Epcos 67F/42V 42 67 18 6.7 7.0 2450 1.6 

Epcos 150F/42V 42 150 12 9.4 10.0 2297 2.3 

Epcos 100F/56V 56 100 18 3.6 2.8 1600 1.6 
Maxwell 

BMOD0115 42 145 10 9.0 6.6 2900 2.2 

Maxwell 
BMOD0117 14 435 4 66.9 58.0 1900 1.8 

 
These capacitors are, hence, capable to change electrical 

energy rapidly and with high efficiency [6]. Supercapacitor’s 
mathematical model (see fig.2) for use in power applications 
has been validated by means of experimental tests on the 
EPCOS module (R=30 mΩ, C= 67F, V=42 V).  

CsRs  
Fig. 2. Electrochemical capacitor equivalent circuit 

Supercaps have p.u. power density (i.e. electrical 
power/weight) greater than this of electrochemical batteries. 
For this reason they are useful in practice to cover transient 
charging and discharging operations. Capacitor sets are 
chosen in agreement with rated battery capacitance and 
according to vehicle duty cycles, because the maximum 
energy amount, which they have to store is related to the load 
power requirements.  

When a electrochemical capacitor-based device is used, 
the control of the capacitor voltage respect to the bus-bar 
voltage is made by a bi-directional DC/DC converter: during 
discharge operations, the converter acts as step-up, supplying 

load in spite of capacitor energy. During charge operations, 
the converter acts as step-down, feeding the capacitor either 
from electrochemical battery system or from the load during 
energy recovering time intervals.  
2.3 Step-up Converter  

Supercaps can be used in practice only if they are 
equipped by step-up and step-down converters. Their 
performance analysis should be, hence, carried out by 
referring to dynamic operations of such converters, whose 
non-linear behaviour has to be taken into account. It is 
known that non-linearities of step-up converters can not be 
easily approached by analytical functions. Practical results 
can be, however, easily obtained by means of digital 
simulations, implementing and solving non-linear systems of 
differential equations. The supercap electric power supplying 
section can be, generally, represented by an equivalent 
electrical network of the type of fig.3, where supercaps are 
still simulated by means of a RC series. Well-known text 
books [7] suggest the transfer function of ideal DC/DC 
converters by means of the following equations: 
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where d,  is the switch duty ratio, Ts is the switch time period 
and ton the switch on duration. 
 

Rs

Cs T

R
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Fig.3 Equivalent electrical supply network of supercap acting 

on step-up converter 
Eq.s (1) represent the mathematical model of an ideal 

step-up, because they don’t take into account the effect of 
parasitic element, due to losses associated with the inductor, 
the capacitor, the switch and diode. This model cannot be 
successfully used in practice in the whole range of duty cycle 
(i.e. for 10 ≤≤ d ) because it obtains accuracies that exceed 
limits required by many practical applications. As an 
example fig. 4 shows a family of characteristics of a step-up 
converter for output currents ranging between 2-60 A. The 
main parameter values of the step-up considered are given in 
the same figure. It shows that voltage amplification vs duty 
cycle laws differ from ideal one mainly for higher value of 
duty ratio. For each output current it exists a breakdown 
value of duty cycle, which represents the upper operating 
value. Besides, fig.4 gives evidence that the maximum value 
of voltage amplification depends on the load current and that 
it decreases as load current increases. Numerical values 
evidenced by fig. 4 show that digital simulations of electrical 
drives must use mathematical models of step-up capable to 
take into account losses of real components.  
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R = 10 mΩ 
L = 0.5 mH 
C = 15 mF 

 
Fig.4. Voltage Amplification Characteristics of a step 
up chopper for different output current value 

3. CONTROL STRATEGY 
To really improve battery life and to optimise sizes 

and weights, power supply sections of EV using compound 
sets involving supercaps and electrochemical batteries, 
require a preliminary evaluation of control strategies and, 
then, the design and the accomplishment of proper control 
techniques. Strategies provide to state how to manage energy 
flows from, to and between electrochemical batteries and 
supercaps. Therefore, their goal is to give rise to control 
algorithms of power flows that obtain the highest possible 
values of charge and discharge efficiencies and that provide 
to smooth battery current peaks. During acceleration times or 
load variations these last ones have to be supported by 
supercaps. Currents carried out by batteries are strictly 
connected with the dc link voltage. Therefore, PFS implies 
the control of chopper output voltage by varying its duty 
cycle. With reference to a sample case, where only discharge 
time are dealt with, we have pointed out a control technique 
which combines a feedback control on the battery current 
with a “threshold” control  as shown by fig.5. The control 
technique enables the chopper to operate only when the load 
current exceeds a given threshold value.. 

P.I. f (x)

Ilim

Vsupercap

0

ε

0> d
Itreshold

Ilim

Ibat

 
Fig.5. Digital control system scheme of the electrical 

drive. 
Therefore, in a preliminary phase, the control system has 

to compare actual current, flowing from battery set, with the 
given threshold value. The comparison is made by a block, 
whose logical output enables two switch blocks in cascade 
(fig.5). Really, to avoid interferences with other elements of 
the control scheme (as PI regulator), the current threshold has 
to be set to a value slightly lower than the limit one (i.e. 

). Furthermore, if the current threshold is assumed 
too close to the limit value, the current oscillation, 
intrinsically generated by chopper operations, can give rise to 
repeated threshold overcoming during feedback operations. 
As a consequence, we can have an unstable behaviour of the 
system and a remarkable increase of current amplitude 
oscillations. 

lim9.0 i⋅

If battery current is lower than the limit value, 
chopper duty cycle has to be set to nil, so that the controlled 
semiconductor device in the chopper remains in an 
interdiction state. In such a way, the chopper diode is 
reversed biased, thus always disconnecting  the supercap 
from the power train. Otherwise, if the load current exceeds 
the battery limit value, chopper has to be active and has to 
impose an output voltage equal to: 

limiRev b ⋅−=  

where R is the resistance of the battery set and e is the 
no-load voltage. As a first approach to the evaluation of the 
duty cycle, it can be used the following relationship which 
correlates the duty cycle of a step up chopper with the input 
and the output voltages: 

out
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v
vd −=1 . 

Therefore, during supercap discharge, the control system has 
to set a progressively increasing duty cycle theoretically 
equal to 

ercap
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v
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where  is the actual voltage on the supercap 
set. Eq.(2) implies inaccuracies due to the approximation of 
the models and to errors made in the evaluation of supercap 
voltage. Above all, the battery set resistance can not be 
assumed constant, since it varies with the current and with 
the state of charge (SOC). Moreover, the control algorithm is 
very sensitive to a variation of the battery set resistance. With 
the aim of increasing the stability and robustness of the 
system, a control feedback of the batteries current can be 
added. Then, the current error, deriving from the comparison 
between the actual batteries current value and the given limit 
one, is evaluated by a PI standard regulator. The evaluation 
of the duty cycle is adjusted by adding at the limit current the 
PI output signal 

supercapv

i∆ , i.e.: 
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Referring to the control scheme of fig.5, eq.(3) is 
evaluated by the “f(x)” block. The approximation made for 
the chopper transfer function can give rise to an unstable 
behaviour when supercap voltage decreases and reaches a 
given low value. This phenomenon is due to control system, 
that requires voltage higher than the maximum value, which 
a real chopper can reach in practice before the output voltage 
rapidly decreases. For this reason, the addition of a 
saturation block for the duty cycle signal is suitable. In 
particular, saturation block has to limit duty-cycle when it 
exceeds a value corresponding to the maximum output 
voltage of the chopper for each load current; in our case the 
limit value has been set to 0.8.     

Besides, another switch needs to be put in the control 
scheme for preventing error accumulations in the PI 
regulator, when the current is lower than the threshold and 
the chopper is disabled. This variation of the PI state, 
especially if the chopper is disabled for a long time interval, 
may produce a slower dynamic performance and current 
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overshooting when the chopper is again reactivated. A simple 
solution is to set the current error to nil during this phase. 

Finally fig.6 shows the scheme of the electrical drive 
emphasizing the connection of the control system and the 
presence of the transducers. 

Chopper
Step-up Electrical 

Drive
and

Power Train

Battery
Supercap

Control System

V

A

d

Vsupercap

Ibat

 
Fig.6. Block diagram of the whole system needed to drive 

electrical vehicles 
4. DIGITAL SIMULATION OF A SAMPLE 
APPLICATION 

A sample numerical application can be useful to better 
explain working operations of an electrical drive for EV. The 
drive has been simulated in Simulink Environment. 
Specifically, different block models reproducing the physical 
dynamic of  the drive components have been realized and 
they have been connected as shown in fig.7. Attention has 
been mainly focused on two different aspects: 

• to verify the energetic efficiency and the possible 
integration of a battery-set, a supercap  device and a 
finally  step-up chopper; 
• the dynamic performances of suggested control 
technique. 
 

 

 
Fig.7. View of practical set-up of digital simulation 

 
With reference to the first point it is possible to 

quantify the energetic efficiency of the whole system by 
means of the deep of discharge of supercap-set.  This means 
to evaluate the contribution in terms of discharge energy of 
the two storage devices when a load peak occurs. For this 
reason it has been simulated a system of 18 batteries by 12.75 
Volt with a capacity of 60 Ah, coupled with a step-up with 
two series supercaps by 67 F, initially charged at 42Volt. The 
step up chopper has a switching frequency of 10 kHz and an 
inner capacitance of 15 mF.  In the simulation it has been 
considered a transient load step variation from 5kW to 
16kW.      .  

 
Fig. 8. Batteries and step-up currents carried out by a 

transient load variation 
 

Fig. 8 shows the currents carried out by supercaps and 
batteries in p.u. of the limit current; during initial 0.5s time 
interval load current is lower than the limit current, set to 
40A. Therefore, the contribution of supercap is nil. When the 
load switches, the supercap acts limiting the battery current 
approximately to the reference value. As it can be easily seen 
in the fig.9, voltage across the supercap progressively  decays 
from an initial value of 1 p.u. until to 0.52 p.u.. The energy 
supplied  by supercap set is almost equal to ¾ of the previous 
by stored energy.  In order to hold a constant output voltage, 
as the input voltage decreases, control system obviously has 
to increase step-up duty cycle. When duty cycle reaches the 
saturation value equal to 0.8, the supercap device contributes 
only partially to load feeding. 

 
d

 
Fig. 9. Supercap voltage and switch duty ratio 

 
When the phenomena appears the dc-bus voltage 

decreases and the limit batteries is overcame. Furthermore, 
the simulation (see fig.9) shows that supercap stored energy 
is not sufficient, in this case, to satisfy the power demand of 
the load.  

With reference to second point, the dynamic response 
is satisfactory because the batteries current reaches the 
reference value with an oscillation bandwidth about 3% in a 
time interval of 0.1 second. 
5. CONCLUSIONS 

In the last few years many papers have been published 
dealing with the use of supercaps in compound supplying 
systems together with traditional electrochemical batteries. 
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They have generally underlined the usefulness of supercaps 
as auxiliary devices for supporting load current peaks. 
Always it is also written that proper control laws have to be 
pointed out for dc/dc converters needed for charging and 
discharging supercaps. The paper has dealt with a practical 
application of these compound systems for supplying 
electrical road vehicles and has presented a practical example 
of control law. A digital simulation of the whole driving 
system on board and of the power train effort gave evidence 
to some of practical problems arising when such compound 
techniques are used. The paper has also suggested some 
possible solutions to these problems. As a conclusion it has 
shown that proper designed supercap sets can be very useful 
to reach the expected results to improve system efficiency 
and to take longer battery life. 
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7. SHORT LIST OF THE SYMBOLS USED 
Rb   battery resistance 
Rs   supercap resistance 
Cs   supercap capacitance 
e  battery no-load voltage 
vsupercap supercap voltage 
d   chopper switch duty ratio 
ilim  limit current for the battery set 
ibat  battery current 
Qb  battery state of charge
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Engineering, Niš, Serbia and Montenegro 

 
 
Abstract: This paper presents system for coordinated 
control of three motors drive of X-ray system for 
thomography. The goal of the control system is to achieve 
taking of quality layer photographs. These photographs can 
be obtained if during the motion of X-ray source, X-rays are 
always crossing same two points. Operator, just above the 
scanning layer, determines the first point and the other point 
is on the photographic film. The operator also specifies the 
velocity of scanning. Presented problem has been solved by 
implementation of digital variable structure system with 
sliding mode algorithm. Simulation and experimental results 
are also presented. 
Key Words: Variable structure control systems, sliding 
modes, tracking control. 
1. INTRODUCTION 

It is unquestionable fact that X-ray diagnostics in a 
great deal relies on the quality of  X -ray photographs. One of 
the most quality techniques is so called thomography 
scanning. This technique achieves scanning of one specific 
layer of the patient. The whole procedure is performed in the 
following way: During scanning, the X-ray source and the 
casket with film, which are placed at the opposite sides of the 
patient, are simultaneously moving with the same velocities, 
but in the opposite directions. During this movement, the X-
ray source is also rotating around the joint, in order to 
provide X-rays to cross-predefined points: above the 
scanning layer and on the film. The layer is defined by the 
doctor, and implemented by the X-ray technician. The 
manufacturer of  X-ray apparatus, in our country is Ei-
Jugorendgen Corporation. Their apparatus, called 
“Tomorastix” is technological obsolete solution based on 
Siemens license. The realization of above-mentioned motion 
is achieved with rigid joint (lever) between X-ray source and 
casket with film, which support must be manually adjusted 
every time when new scanning parameters are required. This 
fact increases preparation time. The basic idea is to make this 
apparatuses more flexible and productive by allowing the 
operator to set parameters over keyboard and monitor, while 
the apparatus with control system could automatically 
perform scanning according to input parameters. It is not 
very hard to conclude that solving of this problem requires 
implementation of three servomotors. For the realization of 
the control elements for every servo system, and for their 
coordinated control, a following request has been set: 
Obligation to use modern technological solutions based on 
information technologies with implementation of digital 
signal processor (DSP). 

After predefined basic project demands, technical 
demands has been studied in detail, kinematics of system 
motion is defined, and on it’s basics referent trajectories have 
been determined, what will be the subject of second section. 
The third section contains analyses of different control 
algorithms abilities for realization of presented task. On the 
ground of that analyses it is concluded that the variable 
structure digital control (DVSC) algorithm is the most 

common for realization of the presented problem. Short 
description and servo system projection on the bases of 
DVSC algorithm is given in section four. The fifth section is 
dedicated to simulation and experimental verification of 
projected system using laboratory model. The conclusion and 
the references are given at the end of the paper. 
2. DEFINITION OF DESIRED TRACKING 
TRAJECTORIES 

The basic configuration of the above-mentioned 
apparatus, beside the table for patient, contains the post, 
which moves along the table. The post drive is achieved by 
servomotor, over gear head and gear wheel with chain. The 
post caries X-ray source. The X-ray source rotates around the 
joint drove by its servomotor with appropriate gear head. The 
casket with film, which is placed under the table, during the 
scanning moves simultaneously with the post, but in the 
opposite direction. As a drive for the casket with film it is 
anticipated separate servo drive with gear head and gear 
wheel with chain. The system for post drive is then the 
leading system, while the other two systems, drives for 
rotation of X-ray source and casket, are the tracking systems. 
In order to define motion trajectories, we should first define 
the trajectory of the leading system. The scanning is always 
performed with the constant velocity, so the post drive is the 
velocity servo system. It should achieve predefined velocity 
profile. Because the constant velocity is required, we picked 
the trapezoidal shape of referent velocity. So, the drive must 
reach the desired position with linearly increasing velocity, 
during scanning the drive must have constant velocity, and 
after that the velocity must linearly decrease until it reaches 
zero. After the end of scanning, and before the start of a new 
one, this drive must be set initial (zero) position. Considering 
the fact that the X-rays, in the plane parallel to the post 
motion direction, must always cross the same point, other 
two drives – X-ray and casket – must be positioning servo 
systems which will perform synchronous motion, in common 
functional dependence with the post position. On the basis of 
above mentioned, the referent post velocity is 
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Integration of (1) gives current position of the post 
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On the basis of X-ray apparatus kinematics, the 
following functional dependences for the X-ray source and 
casket are given: 

Referent position of motor for casket drive is 
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The time derivative of the equation (3) gives the casket 
drive motor velocity profile 

  x
hH

h
Nk −

−=
2

1ω , (4) 

where: H- stands for X-ray distance from the table, h- stand 
for the distance between virtual point and the table, x- stands 
for post position according to the initial (zero) position, N2- 
stands for reduction of gear head for casket drive. Minus sign 
in equations (3) and (4) is due to the opposite motion 
directions of casket and post. 

Referent position of X-ray source is 
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while the referent velocity is 
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Geometrical shapes of referent velocity for post drive and 
reference position for casket drive are shown on figs. 1 and 
3, respectively 

Initial positions of X-ray motor drive and casket motor 
drive are respectively 
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After establishing the motion laws, maximal velocities, 
mechanism parameters the appropriate motors, gear heads, 
encoders and servo amplifiers has been chosen for the drives 
of the post, casket with film and X-ray source. The DC 
motors with permanent magnets are chosen as well as 
planetary gear heads and opto-electronic encoders with 1000 
counts per turn resolution with signals for direction detection, 
which gives total resolution of 4000 counts per turn. As 
servo amplifiers, four quadrant amplifiers with pulse wave 
modulation are chosen. All mentioned elements can be found 
on the market, and for this problem we picked elements 
manufactured by Maxon Corporation because of their quality 
and unification. For implementation of digital control 
algorithm it is anticipated DSP manufactured by the Texas 
Corporation, type TMS320LF2407, which is specially 
designed for motion control. 
3. SELECTION OF CONTROL ALGORITHMS 

After establishing the desired motion trajectories and 
elements necessary for system physical realization we 
approach to determination of control algorithms for above 
mentioned servo systems.  

The post drive is velocity servo system with constant 
velocity in the operating area and slope velocity in the area 
before and after the operating area. According to the fact that 
the motor as a plant, in this system, is of type zero, in order 
to achieve referent velocity without error in operation area, it 
is necessary to introduce integral action in the system. It 

means that is necessary to import PI controller. This will 
cause the error while tracking the slope velocity to be 
constant and as smaller as the gain of control loop is bigger. 
But, this could lead to the stability problem and it could 
increase controller complexity. The increase system type 
order could result in bigger dynamic errors. From the other 
hand, because the drives of casket and X-ray source are 
position servo systems, which follow the post position in 
accordance to functional dependences, the dynamic trajectory 
deviations of the post from the referent trajectories will 
necessarily cause deviations of motion trajectories of a casket 
and X-ray source. This deviation would lead to the 
degradations in the quality of scanning which is 
unacceptable. For this reasons the post velocity control must 
be achieved with the high quality. In the last ten years of the 
20. century many studies have been performed, which 
showed that the variable structure with sliding mode control 
algorithms can provide high quality of servo systems even 
with digital signal processing. For that reason, in this 
research it is initially accepted to realize motion control for 
above mentioned apparatus with algorithms based on sliding 
mode (SM). Digital implementation of these algorithms at 
some point degrades the properties of SM, which in that case 
became quasi sliding. Control system, in that case, loses 
invariance to the parameter and external disturbances, but it 
remains extremely robust. Different approaches are 
recommended in the literature in order to realize digital SM. 
In this research it is implemented algorithm developed on the 
Department of Automatic Control of Electronic faculty in 
Ni{, published in the paper [1]. In order to complete this 
paper in the next section some basic elements of mentioned 
algorithm will be presented. 
4. DIGITAL CONTROL SM ALGORITHM 

We will start from the dynamic system that describes 
the plant (in this case above-mentioned drives) with the 
discrete time model 
  )()()())1(( kTkTukTk dd dbxAx ++=+  (9) 

where - system state vector, - scalar control, 
-disturbance vector, T- sampling period, A

nℜ∈x ℜ∈u
lℜ∈d d and bd 

are respectively nxn state matrix and n- dimensional input 
vector. It is assumed that the pair (Ad, bd) is fully 
controllable. Considering the fact that the nature of 
controlled processes is continual, parameters of presented 
model are obtained according to the equation 
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where A, b, f are appropriate parameters of the continuous 
time model. It is further assumed that the so-called matching 
conditions [2] are satisfied, i.e. all disturbances, external and 
internal are acting through the control channel. 

The goal is to determine such a control u(k) which will 
on the hyper plane S, 
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which defines desired motion, provide stable quasi-sliding 
mode (QSM). 

As it is well known, system motion with QSM consists 
from three modes [3]: reaching mode (RM), quasi-sliding 
mode (QSM), and steady state mode (SS). Starting from the 
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Lyapunov function )()( ksV =x  or V(x)=s2 (x) for discrete 
system necessary conditions for formation and existence of  
QSM can be stated in several ways 
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what depend from the definition of QSM  itself. Continuous-
time sliding mode can be formed only by switching control, 
while in discrete-time system, in ideal conditions, can 
achieve discrete sliding mode (DSM) with digital control 
without switching (except in the sampling moments). The 
condition for formation of such sliding mode is given by 
equation [4] 
  *,0)()1( kkksks >∀==+  (13) 
which can be stated as follows: if for some k=k* s(k*)=0, 
then s(k>k*)=0. Practically equation (13) is deduced to the 
condition s(k+1)=0. From this condition, and after 
substituting (9) in (11) u becomes 
   (14) dbcAcbc 1TT1T )()( −− −−= dddu
Substituting (14) in (9) gives motion equation in the sliding 
mode. 

If we first assume nominal system without 
disturbances (external and internal), control (14) become 
   (15) ddequu Acbc T1T )( −−==

If the desired dynamics in the reaching mode is expressed by 
the equation [3] 
   (16) ))(),(()()1( kxksfuksks eq −=−+

where  is nonlinear function of system state and 
sliding plane, it provides system robustness even in the 
disturbance action case. 

))(),(( kxksf

Golo [1] suggested that instead of model (9) one should 
use model 
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and reaching law 
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Such control law provides reaching of the sliding mode in a 
finite time, with soft descent, what provides ideal sliding in 
the nominal system, i.e. extreme robustness and quasi-sliding 
mode in the case of parameter and external disturbances. 
Robustness can be further improved by implementing 
additional disturbance estimator in the form of [5]  
  )1()1()()1()( −−−−=−≈ kkukkk xAbxdd δδδ  (19) 
with assumption that the disturbance and its derivate are 
bounded. 

The determination of controller parameters is performed 
in the following way: the characteristic polynomial roots in 
the sliding mode, which provide asymptotic stability of the 
discrete system are given as 
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and then the coefficients which define sliding hyper plane c 
are calculated according to 
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what finally gives for the implemented system model 
  [ ] 1
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T cccδ  (22) 
where P is transformation matrix: 
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Remark: In the case of tracking systems, state variab-
les in the model (9) represent the deviation of system output  
from the system input and its derivatives up to n-1 order. 
Considering the fact that the system for presented case can be 
approximated by the second order, so beside error signals it 
is necessary to have knowledge of its first derivative too. 
Because the desired motion trajectory of the leading system 
is known and preciously controlled, its first derivative is 
known too. In the other case appropriate estimation of the 
motion trajectory derivative is required.  

Laboratory model which was used to verify the effects 
caused by implementation of digital control algorithm 
consists of two small motors with similar parameters, two 
channel and four quadrant transistor power amplifiers with 
pulse wave modulation and two opto- electronic encoders. 
The control signal was generated from the PC with 
acquisition card ED2001, which has two A/D and two D/A 
converters, counting section and connection panels. Control 
algorithm is realized in C programming language. 

Motors with amplifiers as plants was identified with 
nominal continuous model [1]: 
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for which electrical time constant, viscous and Columb 
friction and mechanical load were neglected. 

Implementation of the described procedure with the 
sampling period of T=0.0004 s, gives: 

0.99362]  , 0   0.0003987;   1,[=dA
0.27113]  0.99362; [ =db , 

5212781]15.9489090-  , 0  575797;0.99680681  , 0[=δA
715417]677.828634   0286;0.13571033[=δb  

 We chose 

q=10, σ=20; ; so the control is  

15;for   ]00147088.0  ,0220632.0[T =−−= αδc

 ]00146618.0  ,0[T −=δδ Ac
{ })(1020  ,)(2500min)(00146618.0)( 2 kskskxku +−−=  

5. SIMULATION AND EXPERIMENTAL RESULTS 
For the verification of the whole control system of 

abovementioned X-ray apparatus, and considering limited 
equipment resources, system for the post motion control was 
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simulated by the computer. Namely, as it was stated before, 
that system is velocity servo system with trapezoidal velocity 
profile, and it is not very hard to archive high accuracy of 
tracking such velocity trajectory. Other two electromotor 
system are supposed to track trajectories (3) and (5) in a 
functional dependence of angular position and velocity of 
leading system. 
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Fig. 1. Tracking error of post control system without 

information  of reference signal derivative. 
Simulation results for post drive system and casket 

drive systems are shown of figs. 1-3. Note that the 
disturbance rejection capabilities is exhibited. Fig. 4 
represents commutation function s(t) for the case when above 
mentioned digital algorithm (DVSC) was implemented, and 
when PI compensator was added to the algorithm. 

In Fig. 5 and Fig. 6 a results of experimental 
verification of projected system for casket and X-ray 
source control system are given. 
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integral compensator (RD+PI). 
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For the final verification of the projected system for 

coordinated control, additional system for animation of X-ray 
apparatus motion was realized. That additional system was 
realized with additional PC with acquisition card ED2001 
and appropriate software. The animation results are shown on 
the figs. 7-9. On the bases of these figures it can be 
concluded that projected system has real chances for practical 
implementation in the X-ray system for thomography 
scanning. 

 

  
 

Fig. 5. Experimental results of casket positioning. 
 

  
 

Fig. 6. Experimental results of X-ray source 
positioning. 
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Fig. 7. Starting position. 

 

 
Fig. 8. Inter position. 

 

 
Fig. 9. Final position. 

 
6. CONCLUSION 

This paper is dedicated to the design, simulation and 
experimental verification of the digital control system for the 
electrical drive for thomography scanning. In the basis, the 
control problem is reduced to design of the velocity and 
position tracking servo systems, which are supposed to track 
the referent velocity or position profiles under mutual 
coordination. Namely, The leading system is velocity servo 
system with trapezoidal referent velocity, which position 
should be tracked by other two servo systems, according to 
the desired functional dependences. Since those trajectories 
are of ramp, parabolic or transcendental type, and high 
tracking accuracy is required, the problem was solved by 
digital sliding mode implementation. Short description of the 
implemented algorithm and control law design were given. 
Results of the digital simulation and laboratory model 
experimental investigation have proved high quality of the 
designed control system. 
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Abstract: A novel modified direct torque and flux 
method of control (DTC) to enable the flux and current 
vectors deformation with low motor speed elimination is 
presented in article. Correctness of this method is 
confirmed by laboratory investigations. 
Key Words: DTC, optimization of  DTC 
 
1. INTRODUCTION 

Direct torque control method proposed by 
Takahasi and Noguchi [1] in 1985 in spite of its 
disadvantages (flux and current distortion for small 
motor speed) is competitive to the flux oriented methods 
(FOC) of control. Methods of investigations of the 
current controlled AC motor and results proposed in 
paper [2] was applied to DTC method control analyze. 
Although in DTC method the current components are not 
controlled directly, the torque and flux control 
phenomenon is easy explained by the current 
components , changes.  DTC method operation 

analysis to explain the flux and current distortion for the 
small speed of motor operation is discussed in the article. 

sqi sdi

2. DTC CONTROL ALGORITHM MODIFI-
CATION 

DTC method has some similarity to the FOC 
method. In the both methods flux and torque are 
controlled although in the FOC method indirectly by the 
current components  - flux and  - torque. So we 

can try to explain DTC method looking on current vector 
components behavior [3]. 

sdi sqi

Possible directions ( - in Fig. 1a) of the 
current vector 

xxxK

si  move for the particular inverter output 
voltage vector positions depending on conditions of 
motor work (motor current si , electromotive force E  
which is proportional to mω ) and motor parameters 
(stator resistance s  and inductance s ) are calculated 
by means of Eq.1 evaluated of the current derivative [2]. 
The investigations concern the rotational reference frame 
dq therefore the flux vector, current and voltage vectors 
are stationary and star composed by output voltage 
vector positions rotates. 
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Figure 1b presents method of command voltage 
vector *

sU  evaluation to receive demanded for required 
angular motor speed (proportional to electromotive force 

E) current components  . Directions of the ,sdi sqi si  

vector move ( ) for specified voltage vector xxxK *
sU  

corresponded to voltage vectors positions (110, 010, 
001, 101, 111) in sector  (tabl.1) are shown in 
Fig.1a. It means that particular voltage vectors cause the 
current vector and its component changes as it is shown 
in Fig.1a. For example, the voltage vector position 010 
( ) causes the component  increase (the torque 

increase) and component  decrease (flux decrease). 
Remaining voltage vector positions cause presented in 
the Fig.1a directions of current components (torque and 
flux) changes. Influence of the others vector positions on 
the torque and flux changes are presented in table 1. 

1=N

010K sqi

sdi

 
Table 1. Influence of converter output voltage vector 

positions on the torque and flux changes  
 110 010 101 001 111 

Misq ⇒  ↑  ↑  ↓  ↓  ↓  

Msdi Ψ⇒ ↑  ↓  ↑  ↓  - 
 

Results presented in table 1 concern position of 
the flux vector in the middle of sector . Looking 

on rotating dq  coordinates, according to equation 1, 
immobile flux, current and voltage vectors and rotating 
converter output voltage vector should be notice. 

1=N

Conventional DTC method control scheme 
(without blocks signed in gray colour) is presented in 

Fig.2. The flux  and electromagnetic torque 
*
MΨ

*M (output signal of the speed controller) set values are 

compared to the real values  and MΨ M and the 
comparison errors are introduced in to the nonlinear 
controllers input (comparators). The optimal switching 
states of converter are determined by: three level of 
torque comparator state and two level of flux comparator 
state depending on the flux vector position actual sector 
( )3πN  [1]. The angle between the stator flux vector 
MΨ  and α  axis in stationary reference frame αβ  is 

calculated using equation: 
( )ββϕ MMarctg ΨΨ=

.  
Table 2 contains assignation of the inverter transistor 
control pulses depending on  values of torque M  and 

flux MΨ  in relation to its command signals *M ,  

for different sectors  where flux 

*
MΨ

N MΨ  is located. 
 



ELECTRONICS, VOL. 7, NO.2, DECEMBER 2003. 96 

010

010

010

110

K110

K111 K100

100

N=1

N=4

N=3 N=2

011

001

101

isd

is
isq

ω1

e)

 c)

g) f)

δ

δ

010 110K110

K111 K100

100

N=4

N=3 N=2

011

001 101

Us*

isd

is
isq

ω1

δ

010 110

110
110

K110

K101

K111

K010

K001

100

N=4

N=3

N=5

N=2

N=6

011

001 101

111 (000)

111 (000)

ΨM

ΨM

Us*

Us*

Us*

Us*

Us*

E

E

isd

isd*

isd*

is

Rs

is
*

is*
is*

is*

HM

HM

HΨ

HΨ

j Lωo sisq

isq
*

isq
*

ω1

a)

 b)

 d)

δ

a

a

b

b

c

c

Us*

 
 

 Fig.1. DTC method control analyze and modification in the rotational reference frame dq - graphical illustration of 
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method and modified DTC method (e), vectorial motor graph for sinusoidal (command value) waveforms for 
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Fig.2. Block diagram of DTC and DTC-δ control methodes 

 
 

Table 2. Table of the voltage vector selection for DTC 
              control  method 

 N=
1 

N=
2 

N=
3 

N=
4 

N=
5 

N=
6 

dM = 1 110 010 011 001 101 100
dM = 0 111 000 111 000 111 000dψ = 1 
dM = -1 101 100 110 010 011 001
dM = 1 010 011 001 101 100 110
dM = 0 000 111 000 111 000 111dψ = 0 
dM = -1 001 101 100 110 010 011

 
In the steady state three voltage vector positions (010, 

110, 000 or 111) in sector 1 (N=1)  are used to enables 
moment and flux control depending on the errors values of 
the both control circuits [3]. Positions 010, 110 cause the 
torque increase when position 111 causes the torque 
decrease. The flux is decreased when position 010 is used 
and is increased with position 110. Additionally positions 
001 and 101 are used in transient states to rapid torque 
changes during braking and reverse processes (the torque 
comparator state equal –1 means too large torque). In the 
steady state the errors of the torque control circuit ( q -axis) 
and the flux control circuit (  - axis) form the error area 
rectangular in shape which dimensions are defined by 
hysteretic  and  (Fig.1c). The error area may be 
square in shape when is equal . Table 2 shows 
which voltage vector position should be used to return the 
error inside the square when the error cross the square in any 
point. In the sector N=1  the vector positions 010, 110 and 
(111 or 000) are suitable, which are assigned to the error 
square periphery as it is shown in Fig.1c. 

d

MH ΨH

MH ΨH

The following observation can be done looking on the 
DTC control method as voltage or current control. In DTC 

methods it is assumed that command voltage vector is 
perpendicular to the flux vector (Fig.1a). It is shown in Fig. 
1b where stator voltage command vector *

sU  is formed as 
sum of the motor electromotive force E and voltage drops on 
the stator resistance  and leakage inductance . From 
voltage control point of view we can observe that voltage 
vector 

sR sL

*
sU  (provoking current components responsible for 

torque and flux   changes) is formed by 010, 110 and 

zero positions it means the classical pulse width modulation 
of the 

,sdi sqi

*
sU  voltage. Problems which occur in DTC control 

with small angular speed: flux hexagonal in shape and 
distorted current (Fig.3) can be explained by vectorial 
voltage control. In the Fig. 1f the voltage chart with small 
angular speed when electromotive force and voltage drop on 
the leakage inductance  are close to zero is presented. The 

feeding voltage 
sL

*
sU  is approximately equal to stator 

resistance voltage drop and is deviated from  - axis about 
angle δ. It means, that the voltage vector should be shaped 
using 110, 100 and 000 vectors positions (Fig. 1d). It leads to 
the switching table changes (instead 110 → 100, instead 
010 → 110, etc.) or to the sectors  locations, in relation to 
innverter voltage vector positions, changes. As results this 
observations the method DTC scheme modification, as it is 
shown in Fig. 2e, 2g, is proposed. This new method requires 
of the angle δ identification (angle δ shows voltage vector 

q

N

*
sU  deviation from the standard location). Need of δ  

identification in documented in Fig. 1f. The calculated 
current command components ,  are adequately 

proportional to the flux and torque command signals while 
signal proportional to the electromotive force 

*
sdi *

sqi

E  is recreated 
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on the base of mechanical pulsation mω . The angle δ  is used 
to the two conversion (Fig. 2e, 2g). It is added to the angle 
ϕ , which define the sectors  borders. The sector changes 
from  to  (after turning with angle δ) is shown is 
Fig. 2e. These changes allow to the voltage vector may be 
shaped using positions (110, 100 and 000 or 111) after flux 
vector move to the sector . It means that voltage vector 

N
1=N 1'=N

1=N
*
sU  is shaped using the standard switching table. 

Additionally the error area (Fig.1g) should be turned with 
angle δ, to maintain relation between the error area sections 
and assigned to him voltage vector positions. It means that 
vector position 110 causes of the error vector move to the 
inside area between a and b points, when vector position 010 
– from section b and c etc (Fig.2g). In the paper [2] is shown 
that the turning of the error area with angle δ is adequate to 
the turning of the error vector with angle -δ. This property is 
used to error vector ( Mjεεψ + ) turning with angle -δ (in 

the scheme in the Fig. 2 multiplication by ). δje−

3. EXPERIMENTAL RESULTS 
The modified DTC control method was realized using 

ADSP-21061 processor and nonlinear hysteresis controllers 
type ∆ with hysteresis width equal to zero and sampling time 

 equal 50µs. Comparison of the results characterized 

classical and modified DTC methods is presented in the 
figures 3 and 4.  

pT

 
a) 

 
b) 

 
c) 

 

d) 

 
e)  

 
f) 

 
Fig.3. Results of conventional DTC method investigations: 
flux trajectory in α β  coordinates (a), flux waveform (b), 
stator current vector trajectory in α β  coordinates (c),  

current waveform (d), torque during steady state operation 
(e), torque during transient state operation (f) 

These results concerns 5Hz frequency corresponded 
0,1 value of the nominal rotor pulsation. The basic 
disadvantages of the conventional method: hexagonal flux 
and distorted motor current are evident, when the modified 
method is free from these disadvantages. 
4. CONCLUSION 

The proposed modified DTC method is free from the 
conventional DTC method disadvantages concerned: 
hexagonal shape of flux and distorted current (waveform Fig. 
3ab and 4ab). The dynamical properties for the booth 
methods are comparable (fig.3d, 4d). The converter 
switching number for modified method is higher because the 
nonzero positions of the output converter voltage are used to 
shape the circular flux vector trajectory. It is important that in 
the modified method the conventional switching table is 
used. 

 
a) 
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b) 

 
c) 

 
d) 

 

e) 

 
f) 

 
Fig.4. Results of modified DTC method investigations: flux 

trajectory in α β  coordinates (a), flux waveform (b), stator 
current vector trajectory in α β  coordinates (c),  current 

waveform (d), torque during steady state operation (e), 
torque during transient state operation (f) 

Investigations presented in this article were made as 
the KBN project 8 T10A 03/20. 
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LOW VOLTAGE SWITCHED CAPACITOR DC-DC CONVERTER FOR FUEL-CELL 
APPLICATIONS – PRELIMINARY DESIGN CONSIDERATIONS  
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Abstract: This paper analizes the possibilities for 
application of inductorless switched cpacitor DC-DC 
converter in fuel cell application. It is shown that the ladder 
like SCC is capable to convert the voltage of a single fuel cell 
to 9-12 V with very high efficiency. The problems imposed by 
the high current through the switches of the first stage, as 
well as the start-up problems are discussed. The auxiliary 
circuit for producing the necessary supply to the gates at 
start-up is proposed.  
Key Words: Switched capacitor DC-DC converter, fuel cell 
application, multi-step, geometric series 
 
1. INTRODUCTION 

Green power (renewable power) becomes increasingly 
more important due to global pollution problems. There exist 
many different types of green powertechnologies such as 
wind turbines, photovoltaic cells and fuel cells. Wind 
turbines and photovoltaic cells are well known and matured 
technologies but both have an obvious disadvantage: these 
technologies deliver only power when the wind blows/the 
sun is shining. Thus, these technologies cannot be used as 
primary power supply in the grid. 

Fuel cells can produce power (electrical and thermal) 
when supplied with fuel and fuel cells(in some 
technologies)can have bidirectional power flow. In this case 
the fuel cell can therefore operate as an energy storage. A 
fuel cell system can also be used as an uninterruptable power 
supply for a house, a factory or a village.  

Today, fuel cells have emerged as a promising 
alternative source of clean energy for applications ranging 
from automotive industry to residential and commercial 
installations. This has created a need for a class of 
specialized power converters geared to interface  between the 
fuel cell device and the end-user appliance, often as a battery 
charger. Specifications for power conversion  equipment 
depends on the fuel cell's physical properties and 
manufacturing economics. 

The economics of fuel cells' manufacturing call for a 
relatively low output voltage, as the total output voltage is 
obtained by  connecting in series a number of individual 
cells. Since increasing the cells' surface — which results in 
higher current capability and, consequently, higher power — 
is cheaper and less complex than increasing their number, a 
cost-optimized unit will have a high output current capability 
and a relatively low output voltage. 

The cells' output voltage is dependent on the load; 
though nonlinear, it's approximately equivalent to a voltage 
source with  series resistance. For a PEM (proton exchange 
membrane) cell, the voltage may drop from a no-load 
1.23Vdc to below 0.5Vdc at full load. Consequently, a 
converter will have to work with a wide range of input 
voltages. 

According to some authors the output voltage of  a fuel 
cell can be expressed as: 

E = E0 – b·log(i) – R·i – m·e(n·i)   (1) 

where: E0 — the open circuit potential, 
b  — tafel slope, 
R  — resistance, 
m, n — mass transport, 
(parameters are cathode pressure and temperature 

dependent). 
The diagram showing the I/V  characteristic of a fuel cell 

is shown in Fig. 1 [1]. 
A fuel cell stack could be catastrophically damaged if 

overloaded. Drawing excessive current from any one cell — 
more than its fuel delivery can produce — can lead to a cell 
reversal and membrane rupture. Therefore, a converter 
designed to work in these applications must be controlled 
based on input voltage and current, as well as output voltage 
and current — only fully digital control is practical. 

2

9

V

C u r re n t
d it

 1 .2

 0 .9

V

C u r re n t d e n s i ty  A /c m 2

Fig. 1. Voltage vs. Current Density for a Fuel Cell [1] 
Finally, due to the cost of generating power, converter 

efficiency is one of the most important parameters. 
Up to now only very few configurations of low vol-

tage fuel cell DC-DC converters have been found on the web 
and none in the conference or journal papers [1]-[3]. All of 
them give output power less than 2 W and only one gives 
output voltage greater than 5 V. In all proposed 
configurations the output voltage varies very much with the 
output power or with the changes of the input voltage. The 
maximal efficiency was reported to be from 75% to 90%. All 
configurations use more than one fuel cell in series to obtain 
the necessary input voltage for proper operation of the 
converter and higher efficiency. In [1] four level structure, 
using MAX857 low voltage converter, is proposed. The 
efficiency of 58% was reported for one level structure at 
output current of 0.68mA and output voltage of 3.3 V. Two 
fuell cells were connected in series so that the input voltage 
was 1.75 V. In this paper we propose a ladder like five step 
SCC for this purpose. 



ELECTRONICS, VOL. 7, NO.2, DECEMBER 2003. 101

2. THE CONVERTER TOPOLOGY 
In order to increase the output to input voltage ratio, the 

output power and the efficiency, using only one fuel cell, the 

classical configuration of a ladder-like five-step inductorless 
DC-DC transformer (Fig. 2) is investigated using PSpice 
simulation program.  
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Fig. 2. Five-step SCC DC-DC converter

The fuel cell has been modeled as a voltage generator in 
series with resistance according to data in [4] for hydrogen 
PEM fuel cell at 300 kPa (In the approximately linear region 
the fuel cell has an output voltage of 0,8 V at 0,2 A/cm2, and 
0,5 V at 1,6 A/cm2). The switches are chosen to be low 
resistance MOSFETs IRF6607 and the switching frequency 
25 kHz.  

To improve the characteristics of the converter a 
geometric-series capacitance-ratio between the stages as 
described in [5] has been used (k=2, C5=220 µF).  

CkCCkCCkCkCCCC 4
1

3
2

2
345 ;;;; =====     (2) 

Full analysis of the ladder like converter has been 
given in [5].  Some equations are rewritten here. The output 
voltage can be expressed with the following equation: 

OLLmL RIVV ⋅−≈ ,   (3) 

where is the no-load output voltage, LmV

SLm VV ⋅= 42 ,    (4) 
and , so-called switched-capacitor resistance: OR

4

32311431
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kkk
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RO
+++

= .  (5)  

Here  is the switching frequency. Tf /1=
The DC-output efficiency expression follows directly 

from the previous equations: 
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To establish nearly constant current through the fuel 
cell the interleaving was used by connecting five converters 
and shifting the control pulses for each converter by 0,2 T. 
The timing diagrams for the switches of the first converter 
are given in Fig. 3. 
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Fig. 3. Diagram of the states for the switches in the 
circuit of Fig. 2 

The five operation steps of the converter together with the 
voltages of the capacitors at no load are shown in Fig. 4. The 
absolute current through C1 is shown in Fig. 5. Each of the 
capacitors is charged during one of the steps consecutively, 
and discharged during the following steps. The ideal voltage 
ratio is 2n-1, where n is the total number of capacitors. The 
last capacitor is used also as the filter capacitor that supplies 
the load during the first four steps and charges during the last 
(fifth) operation step. 
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Fig. 4.  Converter operation steps 

    Fig. 5. Absolute current through C1
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3. SIMULATION RESULTS 
Extensive simulations usping Pspice simulation 

program wre performed in order to examine the converter 
caracteristics. The fuel cell was moddeled following the data 
according to [4] and given above. For hydrogen PEM 25 cm2 

fuel cell the equivalent emf, in the linear region, was 
calculted to be 0.84 V and the internal resistance to be 7 
mΩ.  The capacitors were chosen according to equation (2) 
with k=2 and C5=220 µF.  

Time, ms
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Fig. 6. Diagrams showing the current through the 

fuell cell, converter input voltage, converter output 
voltage and the efficiency for a resistive load of 11 

Ω at steady state operation 
The diagrams of the current through the cell, the 

voltage at the cell nodes, the output voltage with a resistive 
load of 11 Ω, and the efficiency for stedy state operation are 
shown in Fig. 6. The power delivered to the load was about 
11 W. The start-up of the converter has been simulated under 
the worst case with the assumption that all capacitors are 
completely discharged. The diagrams of the current through 
the cell, the voltage at the cell output nodes and the converter 
output voltage are shown in Fig. 7. 
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Fig. 7. Diagrams showing the current through the 
fuell cell, converter input voltage and converter 

output voltage at start-up 



ELECTRONICS, VOL. 7, NO.2, DECEMBER 2003. 103

0

20

40

60

80

100

120

1 1.2 1.4 1.6 1.8 2 Io,A

Vo ∗ 10

η, %

 

Fig. 8. Diagrams showing the dependencies VO = VO(IO) and 
η = η (IO) 

By variation of the load we have changed the load current 
from 1 to 2 A. The results for the output voltage and the 
efficiency (without regulation) are shown in Fig. 8. The 
variation of the output voltage is direct result of the fuel cell I/V 
characteristics. It can be seen that for a 25 cm2 fuel cell the 
converter gives an output voltage of 9 V with a load current of 
2 A. The efficiency was around  91%. For lower loads the 
control of the output voltage can be achieved by PWM. It 
should be noted, however, that the efficiency is very dependent 
of the output to input voltage ratio according to the equation 
(6).  

We have compared these results with the results 
obtained for a classical boost converter using IRF6607 as a 
switch, inductance was .1µH, and the capacitance 200mF. 
The switching frequency was chosen to be 500kHz. For the 
same source characteristics and load resisance of 11Ω, we 
have obtained output voltage of 9.74 V at duty cycle of .996 
and with  efficiency of less than 50% which is not far away 
from the results given in [1] for much lower output power. 
4. DESIGN CONSIDERATIONS 

Although the topology of the proposed converter is 
rather complex the converter itself shows very good 
behaviour. Yet, several problems have been detected during 
the analysis of the converter operation. The main reason for 
these problems is the low output voltage of a fuel cell. This 
means that high currents are expected at the input of the 
converter but also that this voltage may not be sufficient for 
gating and control purposes at start-up. One of the problems 
is induced by the variations of the fuel cell voltage. This will 
result in variations of the efficiency if the constant output 
voltage is needed at different loads.  
4.1. Problems due to converter high input current 

As the single fuel cell at the linear region has low 
output voltage (usualy lower than 1 V), the converter input 
current, for the desired output power, will be   significantly 
higher. In fact, to achieve output voltage of 12 V and load 
current of 2 A, we can expect the input current to be arround 
50 A ( for input voltage of 0.55V and the converter 
efficiency of 90%). This means that we should expect 
significant voltage drops on the  switches conducting during 
the first step of operation (Fig. 4). To minimize this voltage 
drop the switches should have very low on-resistance. In our 

simulations we have used MOS switches IRF6607 with RDSon 
= 3.3 mΩ, and we have got improvd characteristics by 
connecting two MOSFETS in parallel for the switches S1 and 
S1d.  Using the new Philips MOSFET PH2920  (VDS ≤ 20V, 
VGS ≤ 20V;  
ID ≤ 60 A; Ptot ≤ 62.5 W; RDson ≤ 2.9 mΩ;  ΙDM(pulse) ≤ 200 Α/1
0ms at VDS = 1 V),  will give even better results. The 
paralleling of the switches may be imposed also by their 
current capabilities. It should be noted that during start-up 
the current through the switches is much higher for a short 
time interval.  
4.2. Start-up problems 

Two major problems were recognized during the start-
up of the converter. First of all there is need of an auxiliary 
power supply for generating control pulses. In [1] low 
voltage converter MAX857 was used at about 1.75V input 
voltage. In some other applicaations an auxiliary battery is 
used for providing the power during the start-up. Another 
solution is tu use an auxiliary low power self oscilating 
DC/DC converter. One possible circuit for this purpose is 
shown in Fig. 9. The circuit of Fig. 8 was examined by 
Pspice simulation. The output voltage at load resistance of 
100kΩ was 11.6 V. The transistors were chosen to be 
Q2N2222A, the diodes – D1N4148 and the circuit 
component values are given in Table 1.  

Table 1. Component values for the circuit given in Fig. 8 

Lcc , µH rcc , Ω LC , 
µH 

LB , 
µH 

LS , µH RB , Ω 

200 0.1 1.5 6 96 100 
The output capacitors CS are used as charge storage, 

and should supply the necessarry charge to the gates of the 
MOS switches. We have calculated that for a start-up period 
of 10 ms the value of this capacitor should be arround 1 mF 
to provide efficient control of total number of 75 MOS 
switches IRF6607 and to keep the supply voltage during 
start-up period above 10 V. In fact, as the total gate charge 
for an IRF6607 is 60 nC, the total charge for all switches will 
be 4.5 µC. At switching frequency of 25 kHz it gives average 
current of 112.5 mA. After the start-up period the converter 
output can be used for this purpose.  
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Fig. 9. Low power 1/12V DC/DC converter for start-up  
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The second problem, which should be taken in serious 
consideration, is very high initial current (Fig. 7). As 
mentioned above, a fuel cell could be catastrophically 
damaged if overloaded. This imposes the need of controlling 
the current through the cell during the start-up period. Also, 
the switches should be capable to withstand this transient 
current for a short period. One possibility is to control the 
current, rather than the duty ratio, through the switch S1, as 
described in [6]. As the input and output voltage of the 
converter does not change the expected conversion efficiency 
will not be affected [6].  
5. CONCLUSIONS 

This paper analyses the possibilities for application of 
inductorless switched cpacitor DC-DC converter in fuel cell 
application. It is shown that the ladder like SCC is capable to 
convert the voltage of a single fuel cell i.e. from 0.6 –0.8 V 
to 9-12 V. To establish nearly constant current through the 
fuel cell and to improve the efficiency at higher power levels, 
the interleaving was used by connecting five converters and 
shifting the control pulses for each converter by 0,2 T. 
Although the converter is more complex than those presented 
in [1] and [2], it is capable to convert much higher power, 
with high conversion efficiency.  

The problems imposed by the high current through the 
switches of the first stage, as well as the start-up problems 
are discussed. One possible auxiliary circuit for producing 
the necessary supply to the gates at start-up is proposed. To 
prevent the possible damage of the cell during the start-up the 
measures for limiting the current should be taken into 
consideration.  

Although the practical realization was not completed the 
simulation results show very good behaviour of the 
converter, small ripple of the output voltage, and efficiency 
higher than 90%. 
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 Abstract: In the first part of this paper the analytical 
calculus, the modelling in PSPICE medium and the 
experimental measurements of the capacitive coupling 
voltages is analyzed. In the second part - analytical calculus 
and the experimental measurements of the inductive coupling 
voltages on the high voltage 22o kV overhead electrical lines 
with double circuit is analysed. 
Key Words: Capacitive coupling voltage, Inductive 
coupling voltage, Electromagnetic compatibility, Numerical 
modelling  
1. ASPECTS OF THE ELECTROMAGNETICAL 
COMPATIBILITY OF THE ELECTROMAGNETICAL 
OVERHEAD ELECTRIC LINES 

Overhead electric lines may produce electromagnetic 
disturbances – dangerous induced voltages – by capacitive and 
by inductive coupling. Capacitive coupling which is an 
electrostatic coupling, appears in any metallic circuit nearly 
by high voltage lines, if this passive circuit is insulated 
opposite earth. Capacitive coupling depends of the circuit 
geometry, but if the insulation resistance of the passive circuit 
is very great (Rins → ∞), induced potential Up in this circuit may 
be calculate by coupling coefficient kc [1]. The limit of the 
capacitive coupling influence may be obtain by following 
technical solutions: 

- the distance increase between high voltage overhead 
electric line and telecommunication line – which are 
parallel placed; 

- the utilisation of the telecommunication lines with two 
conductors; 

- the screening of the telecommunication lines on the 
intersection portion or on parallelism with high voltage 
overhead electric line; 

- the transposition of the phases so that for high voltage 
overhead electric line, so for telecommunication lines. 

In the case of the three-phased high voltage overhead 
electric line with double circuit – at the removal under 
voltage of one of the three-phased circuit for repair, in the 
passive circuit may appear [1], [2], [3], [4]: 

- capacitive coupling voltages – in the situation of 
passive circuit is insulated to earth; 

- inductive coupling voltages – proportional with the 
phase current value from inductor circuit, in the 
situation in which the three phases removed under 
voltage are short-circuited and connected to earth at 
least in one point - at an extremity. 

Induced voltage in a passive phase depends of the mutual 
capacity values between analysed phase and the three 
inductor phase, as of the own capacity – to earth, of the 
analysed phase. The induced voltages by three-phased 
capacitive coupling will be phasorial summation. 
2. THE ANALYTICAL CALCULUS OF THE 
INDUCED VOLTAGES BY CAPACITIVE COUPLING 

The analysed electrical overhead line has 220 kV with 
double circuit and with four transposition tronsons of the 
phases. The conductors are by type Ol – Al 450 / 75 mm2 
having the radius  

ro = 14.625 mm. In Table 1 are presented the medium 
height Hj of every phase to earth, taking in consideration the 
transposition, which appeared (Figure 1). 

In the Table 2 are presented the geometrical distances 
between the both phases of the three-phased inductor circuit 
(a, b, c) - and three-phased induced circuit (r, s, t). 

Table 1. Medium heights of the phases Hj (j = r, s, t). 

Transposition 
tronsons 

Hr  
[m] 

Hs  
[m] 

Ht  
[m] 

l I = 23.8 km 25 18.5 12 

l II = 45.3 km 18.5 12 25 

l III = 31.4 km 12 25 18.5 

l IV = 15.8 km 25 18.5 12 

 

             a                  r               c                 t                  b                 s                    a     r  

        b        s    a                 r        c        t   b   s 

          c                           t     b                           s        a                           r         c                           t 
 
 
 

  I.   II.   III.       IV. 

 
Fig.1. The transposition phases overhead line 220 kV Double Circuit. 
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Table 2 Distances between phases – for transpositions tronsons, for Tronson lI. 

Tronson l I Phase r Phase s Phase t 
Phase a Dar = 9m Das = 14.1m Dat = 16.1m 
Phase b Dbr = 14.1m Dbs = 16m Dct = 14.53m l I = 

23.8 km 
Phase c Dcr = 16.1m Dcs = 14.53m Dct = 10m 

 

The own capacities of every phase C(x, Hj) was 
calculated for every transposition tronson x = l I , 

l II , l III , l IV in the programming medium MathCad 5 
for Windows. Induced voltages by capacitive coupling result 

(1) from the calculus of the capacitive current circulation, the 
phase voltage being. 

Uf = 127 kV. In Table 3 are given the mutual 
capacities and own capacities – summing the corres-ponding 
capacities of the four transposition tronsons : 
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The transpositions of the phases overhead line 220 kV 

having the total length 116.3 km conducted at a relative 
symetrisation of the electrical capacities and the of other 
parameters, having effect and on uniformisation and reducing 
of the induced voltage values by capacitive coupling.  

Table 3. Mutual capacities and own capacities Phase r [nF] . 
Car Cbr Ccr Cro Cech r 

970,9542 935,3294 934,5391 822,1624 36,0199 
In Table 4 are comparative presented the induced 

voltages by capacitive coupling – by analytical calculus 
determinated for: 

- 220 kV overhead line double circuit with length  
l1 = 116.3 km and with transposed phases; 

- 220 kV overhead line double circuit with length  
l2 = 73.1 km without the transpositions of the phases. 

In the case overhead line double circuit without the 
transpositions of the phases resulted electric capacities with 
the greatest values for the phase r and with the least values 
for the phase s , and induced voltages by capacitive coupling 
also resulted with greater values and with a greater non-
uniform grade. 

 

Table 4. Induced voltages by capacitive coupling – by 
analytical calculus. 

220 kV double 
circuit overhead 

line 
Length U ind r 

[kV] 
U ind s 
[kV] 

U ind t
[kV] 

With 
transpositions l1 = 116.3km 1.24 1.33 1.58 

Without 
transpositions l2 = 73.1km 2.53 0.51 2.01 

3. MODELLATIONS IN PROGRAMMING MEDIUM 
PSPICE OF THE INDUCED VOLTAGE BY 
CAPACITIVE COUPLING 

The Microsim Corporation send up the program 
PSPICE ( PC Simulation Program with Integrated Circuit 
Emphasis ) for electronic circuits drawing, simulation and 
analyse [9], [10]. The application for behaviour simulation 
one high voltage circuits in transient regime – had like 
purpose a comparison about the obtained results by different 
methods and analyse about de parameters diagram influence 
upon induced voltages by capacitive coupling. The numerical 
modellation presents numerous advantages about 
oscilogrammes obtained so that for voltages, and so for 
currents from analysed circuits – for processing and 
comparative multiple analyse of the oscilogrammes. 
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Fig.2. Cable diagram of tested high voltage circuit 220 kV. 

In Figure 2 is given the cable diagram of the tested 
circuit, obtained with schematics editor SCHEMATICS. The 
diagram contains three sinusoidal voltage sources phasorial 
phase shifted, mutual capacities between phases and own 
capacities – of every phase to earth. In parallel with own 
capacities – of every phase, was introduced and insulating 
resistances Rins = 50 MΩ – in the nodes 6, 7 and 8. In the 
simulation program a standard transient analyse have effected 
between 0.01 ms and 60 ms. 

In the Figure 3 are presented the induced voltages 
oscilogrammes by capacitive coupling in nodes 6 
(phase r), 7 (phase s), 8 (phase t) and in nodes 2/10, 

4/10, 5/10 with oscilloscope software PROBE 
obtained. In the first stage – theoretical case – in 
which the three-phased voltage system is not 
symmetrical due later s phase connection (at t = 
6.66ms ) and t phase connection (t = 13.33 ms ) – 
the induced voltages are great Umax = 43 kVmax. 
After that voltage system of the three voltage sources 
become symmetrical (t > 13.33 ms ) the capacitive 
induced voltages values – substantial diminished and 
have approached values by the analytical calculated 
values. 

 
Fig.3. Oscilogrammes Uind r $N 0006, Uind s $N 0007, Uind t $N 0008, $N 0002/10, $N 0004/10, $N 0005/10.
 

4. EXPERIMENTAL MEASUREMENTS ABOUT 
CAPACITIVE COUPLING FOR OVERHEAD 
ELECTRIC LINES 220 KV WITH DOUBLE CIRCUIT 

The research team composed by the professors - from 
the Electrotechnical Engineering Faculty of the Politehnica 
University Timisoara and specialist engineers in high 
voltages networks – from the Transelectrica National 
Company – Timisoara, have accomplished analytical and 

experimental determinations about disturbances voltages – by 
capacitive coupling on a 22o kV double circuit electrical 
overhead line.In the Table 5 are centralized the calculated 
values and experimental 

Measurements values for the capacitive coupling induced 
voltages. Experimental measurements by capacitive coupling 
of the voltages with an electrostatical high voltage voltmeters 
have effectuated. 
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Table 5. Induced voltages by capacitive coupling – centralization. 

220 kV double circuit overhead line U ind r
[kV] 

U ind s
[kV] 

U ind t 
[kV] 

l1 = 116.3 km Analytical values 1.24 1.33 1.58 

 PSPICE modelling 1.55 1.28 1.38 

With transpositions Experimental values 2.4 2.5 2.7 

l2 = 73.1 km Analytical values 2.53 0.51 2.01 

Without transpositions PSPICE modelling 3.75 0.85 2.85 

 
5. THE COMPLEX CALCULLUS OF THE INDUCED 
VOLTAGES ON A DOUBLE CIRCUIT ELECTRIC 
OVERHEAD LINES WITH 3 TRANSPOSITIONS 

The analysed electrical line have Un = 220 
kV with double circuit and with four tronsons with 
phases transpositions.By expressing inductor 
currents in complex: 
 Ia  =  I       Ib  =  I e – j  120      Ic =  I e + j  120      (2) 

The induced voltages by active phases a, b, c in passive 
phases r, s, t become: 

Ui r = j ω I ( Mar + Mbr e – j 120 + Mcr e j 120) 
Ui s = j ω I ( Mas + Mbs e – j 120 + Mcs e j 120)   (3) 
Ui t = j ω I ( Mat + Mbt e – j 120 + Mct e j 120) 
The mutual inductivities Mar … Mct have been 

calculated for every transpositions tronson with known 
length l k ( k = I, II, III, IV), with these relations [1], [4]: 
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f

R p
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where Rp = 550 m the deeply of the return way by earth, ρ = 
50 Ωm earth rezistivity and f = 50 Hz. 

For a load current I = 1 A results: 
Uir = (lI + lIV ) 33.15 e –j 102.5 + lII 7.21 e –j 16.4  

      + lIII 27.28 e –j 78.2 = 0.193 - j 2.213 
Uis = - 2.131 + j 0.881                              (6) 
Uit = 2.185 + j 1.189 

The induced voltages calcullus on every tronson – 
permits an induced voltages and induced current evaluation 
which can appear in the situation of the mounting in different 
points on overhead lines – short-circuits for the workers 
protection in the time of repair works. In Table 6 are 
centralised the effective values and initial phases of induced 
voltages – for every from four transposition tronsons, for an 
inductor current with unit value I = 1 A. In the case in which 
in inductor circuit pass symmetrical load current with value I1 
= 255 A and I2 = 500 A, the induced voltages by inductive 
coupling – are calculated and presented in Table 7. 
Table 6. Induced voltages Ui rst [V] for I = 1 A. 

Tronson Phase r Phase s Phase t 

L I = 23.8 km 0.7958 V 
α = - 102.65º

0.1732 V 
α = + 136.42 º 

0.6549 V 
α = 41.78º

l II = 45.3 km 0.3247 V 
α = - 16.42º

1.2279 V 
α = + 161.78 º 

1.4922 V 
α = 17.34º

l III = 31.4 km 0.8458 V 
α = - 78.22º

1.0279 V 
α = + 137.34 º 

0.2237 V 
α =103.57º

l IV = 15.8 km 0.5305 V 
α = - 102.65º

0.1545 V 
α = - 136.42 º 

0.4366 V 
α = 41.78º

l Σ = 116.3 km 2.2222 V 
α = - 85º 

2.3065 V 
α = + 157.53 º 

2.5899 V 
α = 32.44º

Table 7. Induced voltages Uirst [V] for I1 = 255 A and I2 = 500 A. 
Phase r Phase r Phase s Phase s Phase t Phase t Tronson 
I1 =255A I2 =500A I1 =255A I2 =500A I1 =255A I2 =500A 

l I =23.8km 202.4 397 44.1 86.6 166.9 327.4 
l II =45.3km 82.8 162.5 313 613.9 380.5 746.1 

L III =31.4km 215.6 422.9 262 513.9 57.02 111.8 
L IV =15.8km 135.2 265.2 39.3 77.2 111.3 218.3 

l Σ =116.3km 566.7 1111.2 588.1 1135.2 660.4 1294.9 
 
6. EXPERIMENTAL MEASUREMENTS ABOUT 
INDUCTIVE COUPLING FOR OVERHEAD 
ELECTRIC LINES 220 KV WITH DOUBLE CIRCUIT 

In the first case – the 220 kV electrical line has l1 = 116.3 
km length and was projected with 3 transpositions of the 
phases – for the parameters symetrizing. In the second case of a 
shorter electrical line of l2 = 73.1 km – without transpositions – 
was considerated. In the Table 8 are centralised the calculated 

values and experimental measurements values for the inductive 
coupling induced voltages. A relative dispersion of the 
analytical determination values and experimental determinated 
values can be explain by some errors and disturbances which 
intervene in the diagrams and measurement apparatus, as the 
manner which was evaluated in calculus all geometrical 
distances. The geometrical distances of the line can have some 
fluctuation, in special zones of the overhead electric lines pass. 

Table 8. Induced voltages by inductive coupling – centralisation. 
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220 kV Double Circuit overhead line U i r
[V] 

U i s
[V] 

U i t 
[V] 

Analytical values 566.7 588.1 660.4 l1 = 116.3 km    Ia=Ib=Ic= 255 A
With transposition 

Experimental values 300 350 400 

L2 = 73.1 km   Ia=Ib=Ic= 300 A Analytical values 725.5 158.2 593.3 
Without transpositions Experimental values 500 150 400 

 
7. CONCLUSIONS 

The induced voltages by capacitive coupling – 
measured and calculated - in medium limited – are similar 
with other values in technical specialty literature [6], [7], [8]. 
The transposition of the phases at a relative symetrisation of a 
overhead line parameters contributes – and of a diminish and a 
uniformization of the induced voltage.  

The existence of a three-phased inductor voltages 
system reduces the induced voltage values by capacitive 
coupling. The induced voltages by capacitive coupling is 
canceled at a first earth connection of the respective phase – 
but presents a dangerous potential in the case of some 
tronsons which should remain insulated to earth – without 
any discharge point.  

The induced voltages by inductive coupling – 
electromagnetic coupling, are less than induced voltages by 
capacitive coupling and depend by the phase current values 
from the inductor circuit (the circuit under voltage), by the 
length of the parallel tronsons, as well as by presence or 
absence of the closed loops – which can provoke screening 
effects. The transposition of the phases and respectively the 
acting with a symmetrical system of the inductor currents – 
have like effect the substantial reduction of the inductive 
coupling voltages. The transposition of the phases increase 
the cost of the high voltage overhead line and is 
recommended to apply for length greater than 100 km [6], 
[8].  

For to respect the same succession of the phases at the 
entrance in the second electric substation – are necessary four 
tronsons with transpositions. The induced voltages 
determination by inductive coupling are important from the 
point of view of the Work Protection Normatives. Function by 
induced voltages values and by the earth electrode resistances 
from the extremity of the work areas – result the maximum 
voltages values on the earth electrodes. These voltage values 
cannot exceed for not create dangerous conditions for the 
technical personnel which execute repair works on the double 
circuit high voltage overhead electric lines. 
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Abstract: This paper discusses the sensitivity of 
personal computers and PWM drives to voltage sags and 
short interruptions on the basis of extensive test results. The 
results of the following tests are presented in the paper: 
testing against various types of single-phase, two-phase and 
three-phase voltage sags and short interruptions, as well as 
testing with the ideal and non-ideal supply characteristics. 
Presented test results show that behavior of both equipment 
types in the general case cannot be described with the only 
one voltage-tolerance curve. Instead, families of voltage-
tolerance curves should be used for description of the PCs 
and PWM drives sensitivity to voltage sags and short 
interruptions. Special attention is given to similarities in 
responses between these two types of equipment. Those 
similarities  are discussed in detail in the paper. 
Key Words: Short Interruptions, Voltage Sags, Power 
Quality, Equipment Sensitivity, Personal Computers, PWM 
Drives 
 
1. INTRODUCTION 

Both personal computers (PCs) and pulse-width 
modulation controlled voltage source inverter drives (in 
further text: PWM drives) are typical examples of recently 
emerged, widely used, rather complex and sophisticated non-
linear electronic equipment. They are already reported as 
very sensitive to voltage sags and short interruptions (e.g., 
[1]-[3]). All the consequences of such a high sensitivity are 
additionally exacerbated because the PCs and PWM drives 
are usually utilised in a variety of commercial and industrial 
continuous processes. The PCs and PWM drives are often a 
critical piece of process equipment, since other equipment 
involved in the process is usually either controlled by them, 
or attached to them as a peripheral, or an auxiliary device. 
Accordingly, if a PC or PWM drive trips, the whole process 
will be stopped. 

Based on the results of laboratory  testing this paper 
shows that PCs and PWM drives have similarities in 
responses to voltage sags and short interruptions. They both 
utilise rectifier at the front end: full-wave single-phase diode 
switch-mode power supply is usually used for the PCs, and 
full-wave three-phase bridge diode rectifier is used for the 
PWM drives. Their ride through capabilities are mainly 
determined by the same three factors: a) dc link capacitance 
(i.e., stored energy that is used during the sag or 
interruption), b) power/current consumption of the load (i.e., 
energy demand of the rectifier's load) and 
c) undervoltage/overcurrent protection settings (i.e., allowed 
deviations in voltage/currents values during the energy 
conversion and transfer). 
2. SENSITIVITY OF PERSONAL COMPUTERS 

The sensitivity of personal computers to voltage sags 
is usually expressed with the only one voltage-tolerance 
curve, indentifying sags that yield to restarting/rebooting of 
the computer. However, test results presented in full in [2] 

show that a voltage sag or short interruption might cause 
lockup of the actual operations performed by the computer 
and/or blockage of its operating system (OS) without 
restarting/rebooting of the computer. In other words, voltage-
tolerance curves obtained only for restarting/rebooting 
malfunction criteria are not conservative. If only this voltage-
tolerance curve is available, it may be misleading, especially 
in the case when a process controlled by the computer is of 
particular importance and interest (e.g., on-line processing, 
24/7 Internet services, real-time data acquisition, the GUI, 
SCADA and other applications). 

In the first part of testing, ideal supply characteristics 
were maintained before and after the application of 
rectangular voltage sags and short interruptions. It was found 
that voltage-tolerance curves of all tested PCs have the 
following three distinctive parts: a flat vertical part, a flat 
horizontal part, and a sharp “knee” between them. It was also 
found that different points on wave of voltage sag initiation 
and different phase shifts during the sag do not have any 
noticeable influence on the PCs behavior during the voltage 
sag. The detailed test results for one computer are shown in 
Fig. 1. There are significant differences between the three 
different voltage-tolerance curves that correspond to three 
different malfunction criteria. 
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Fig. 1. Voltage-tolerance curves for one tested PC. 

In Fig. 1, two software criteria (lockup of read/write 
operation and blockage of computer OS) result in a wider 
vertical part (a family of vertical lines whose boundaries are 
shown in Fig, 1) than the hardware (restart) criterion. This is 
a consequence of different power consumption conditions 
related to different stages of operation, or different OS 
execution states (i.e., different loading conditions). The 
hardware criterion results in a single vertical line because it is 
related to the (undervoltage) limit of the switch mode power 
supply. There are also significant differences in the 
horizontal parts of these voltage-tolerance curves. The 
difference in the sensitivity thresholds between the curves 
obtained using the first software criterion (lockup of 
read/write operation) and the hardware criterion 
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(restarting/rebooting) is almost a 100% for the duration and 
more than a 100% for the voltage magnitude. These 
differences indicate the range of possible errors if ride-
through capabilities of the computer were assessed only on 
the basis of the hardware malfunction criterion. 

The rectifier dc voltage (5V dc output) was monitored 
during the tests. It was found that it starts to decay at about 
200ms after the initiation of the voltage sag. The voltage sags 
and interruptions shorter than 200ms therefore, will not have 
influence on the behavior of computer. This happens because 
there is enough energy stored in a dc link capacitance to 
maintain correct operation of dc voltage regulator, i.e. correct 
operation and functioning of computer. 

Results for all six tested computers are shown in 
Fig. 2. The voltage sag magnitude thresholds for tested 
computers vary between 20-65% of rated voltage, and 
duration thresholds vary between 40-400ms.  

The ITIC [4] and SEMI F47 [5] power acceptability 
curves are also plotted in Fig. 2 (with thick solid and thick 
dashed line, respectively). It can be seen that all tested PCs 
satisfy the ITIC power acceptability curve, but all of them 
except one, violate the most recent SEMI F47 standard.  

During the second stage of testing, the PCs were 
supplied from the non-ideal voltage source. Deviations from 
the ideal supply characteristics were within the following 
limits: voltage magnitude variations up to ±10% of the rated 
voltage, frequency variations up to ±2% of the rated 
frequency, and different harmonic content (3rd, 5th and 7th 
harmonic) superimposed to the fundamental frequency 
waveform with the THD not exceeding 20%. The above 
disturbances were applied both separately and 
simultaneously, in order to assess their individual and 
cumulative effect on the PC’s operation during the sags and 
interruptions. 
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Fig. 2. Voltage-tolerance curves for six tested PCs. 

 As an example, cumulative effects of both 
voltage magnitude variations and presence of the third 
harmonic is illustrated in Fig. 3. The third harmonic has the 
biggest  influence and it is also the dominant harmonic in the 
“harmonic spectrum” emitted by the personal computers 
during the normal operation. It can be seen that the 
simultaneous variations of the pre-sag voltage magnitude and 
the harmonic content have a significant effects on the 
computer sensitivity to voltage sags. 
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Fig. 3. Cumulative influence of non-ideal supply 
(±10% voltage magnitude and 3rd harmonic with 20% THD). 

 

3. SENSITIVITY OF PWM DRIVES 
The voltage-tolerance curves of the PWM drives 

identified in tests have several characteristics very similar to 
the voltage-tolerance curves of computers. The voltage-
tolerance curves of the PWM drives also have three 
distinctive parts: a flat or slightly inclined vertical part, a 
slightly inclined horizontal part, and a smooth “knee” 
between them. As with the PCs, it was found that different 
points on wave of sag initiation and different phase shifts 
during the sag do not have influence on the drive behavior. 

Three different load types were used in tests: a) 
constant power load, b) constant torque load, and c) quadratic 
torque load. Very small differences are identified between 
the voltage-tolerance curves for these three load types, and a 
constant torque load type was used in further tests. 

The PWM drives are three-phase equipment and 
different combinations of the three phase voltages during the 
sags have different effects on their operation. However, not 
all combinations of phase voltages during the voltage sags 
and short interruptions are likely to occur in power systems. 
It was assumed in testing that sags and interruptions caused 
by different fault types (line to ground, double-line to 
ground, line-to-line and three-phase faults) propagate in a 
power systems in such a way that at least two phase voltages 
during the sag have equal (similar) magnitudes. Thus, testing 
of the PWM drives was conducted with the following three 
types of voltage sags: 

1. Three-phase balanced voltage sags, i.e., during-sag 
voltage magnitudes in all three phases are equal. 

2. Generalized two-phase voltage sags, i.e., during-sag 
voltage magnitudes of two sagged phases are equal; 
voltage in the third, “unsagged” phase is used as a 
parameter, and it can be either rated or below the rated. 

3. Generalized single-phase voltage sags, i.e., during-sag 
voltage magnitude of one (sagged) phase is below the 
rated value; voltage magnitudes in two other phases are 
used as a parameter - they are always equal and rated, 
or equal and below the rated value. 

Obtained test results show that the sensitivity of the 
PWM drives also cannot be described with only one voltage-
tolerance curve [3]. In fact, the PWM drives have a more 
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complex sensitivity pattern, resulting in a greater number of 
voltage-tolerance curves than in the case of personal 
computers. Each voltage-tolerance curve obtained in drive 
testing corresponds to one particular voltage sag type, one 
particular load type, one particular value of loading torque 
and one particular value of motor speed. Furthermore, in tests 
performed with generalized single-phase and two-phase sags, 
additional parameter was voltage magnitude in the unsagged 
phase(s), which resulted in additional sets of voltage-
tolerance curves. Each voltage-tolerance curve from these 
additional sets corresponds to one particular value of voltage 
magnitude in the unsagged phase(s). Figures 4-6 show 
families of voltage-tolerance curves identified in tests with 
the three different sag types, constant torque load types, rated 
motor speed and rated loading torque.  

For all three sag types, significant influence of actual 
loading torque value and adjusted motor speed on drive 
sensitivity was identified in tests. These two parameters 
(torque and speed) actually present different loading 
conditions of the drive. Voltage-tolerance curves for one 
PWM drive obtained in tests with balanced three-phase sags 
and different torques and speeds are shown in Figures 7 and 
8, respectively. Similar behaviour (i.e., better ride-through 
capabilities for lower torque and lower speed) were also 
identified in testing with generalized two-phase and single-
phase sags and interruptions. 
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Fig. 4. Voltage-tolerance curve of PWM drive for balanced 

three-phase sags and interruptions. 
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Fig. 5. Voltage-tolerance curves of PWM drive for 

generalized two-phase sags and interruptions. 
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Fig. 6. Voltage-tolerance curves of PWM drive for 
generalized single-phase sags and interruptions. 
As in testing of the personal computers, drives were 

also tested for a non-ideal power supply conditions present 
before and after the initiation of balanced rectangular three-
phase sags and interruptions.  
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Fig. 7. Influence of different torque values on PWM drive 
sensitivity to balanced three-phase sags and interruptions. 
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Fig. 8. Influence of different motor speeds on PWM drive 

sensitivity to balanced three-phase sags and interruptions. 
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Fig. 9. Sensitivity of PWM drive to balanced three-phase 

sags regarding the variations in harmonic contents of pre-
sag and post-sag supply voltage. 

Applied deviations in non-ideal supply characteristics 
were the same as in tests of computers. It was found that 
drives have similar responses to the non-ideal power supply 
conditions, even regarding the response to different harmonic 
contents. 

The highest influence on drive sensitivity was 
identified for the fifth harmonic, again the dominant 
harmonic in “harmonic spectrum” emitted by the drive 
during the normal operation Figure 9. 
4. CONCLUSIONS 

The PCs and PWM drives are both recently emerged, 
widely used, very sophisticated (power) electronic devices, 
that utilise the rectifier at the front end. They are very 
sensitive and often a critical piece of equipment in 
continuous processes in which are involved. Besides these 
general similarities, results presented in this paper show that 
they also have similar responses to voltage sags and short 
interruptions. 

The behaviour of both PCs and PWM drives cannot 
be described with only one voltage-tolerance curve. Instead, 
families of voltage-tolerance curves should be used for full 
description of their sensitivity to voltage sags and short 
interruptions. Both PCs and PWM drives have similar shapes 
of voltage-tolerance curves: this shape is rectangular for PCs, 
and almost rectangular for PWM drives. Only difference in 
voltage-tolerance curve shapes is presence of a smooth 
“knee” for PWM drives. 

Point on wave of voltage sag initiation and phase shift 
during the sag, as the additional sag parameters, do not have 
influence on their sensitivity. 

The sensitivities of both PCs and PWM drives vary 
significantly with the different loading conditions. With 
decreasing of the power/current consumption, their 
sensitivities decrease. 

The non-ideal supply conditions also have similar 
effects on their behaviour during the sags and interruptions. 
Specifically, regarding the different harmonic contents, both 
PCs and PWM drives have the highest change in sensitivity 
for harmonics that are dominant in their spectra during the 
normal operation (the third harmonic for the PCs and the fifth 
harmonic for the PWM drives). 

For both PCs and PWM drives, drop in ac voltage of 
the power supply during the sag is essentially seen as the 
drop in dc voltage at the output of the rectifier. Thus, 
maintenance of a continuous dc link voltage is crucial for 
normal operation of computers and PWM drives. The same 
three factors have the greatest influence on their dc link 
voltage and determine their overall sensitivity and ride-
through capabilities: a) dc link capacitance, b) power/current 
consumption during the operation and c) 
undervoltage/overcurrent protection settings. 

The same two protection systems are responsible for 
disconnection/tripping of both PCs and PWM drives during 
the sags and interruptions: the undervoltage and overcurrent 
protection systems. 

After passing a particular magnitude and duration 
thresholds, the PCs and PWM drives both have the same 
characteristic in their responses to voltage sags and short 
interruptions (vertical part of their voltage-tolerance curves 
influence that there are no differences in tripping time 
between the sags and interruptions). The magnitude and 
duration thresholds are mainly determined by the settings of 
the undervoltage and overcurrent protection systems.  

Due to the small power consumption, the ride-through 
capability of the PCs can be improved with a relatively small 
sag mitigation equipment (e.g., with a small uninterruptible 
power supply - UPS). For PWM drives however, their power 
consumption ranges influence the costs of adequatelly rated 
mitigation equipment which can be much higher. 
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Abstract: The work presents the results of an experimental 
investigation on the harmonic distorted state determined at 
the electrical grid interface by some modern power sources, 
incorporating power electronics: a single-phase arc welding 
inverter, and an ultrasonic generator. Based on up-to-date 
definitions for powers associated with nonsinusoidal 
waveforms, there are presented and discussed the 
components of power measured at the grid interface of these 
equipments with power electronics. 
Key Words: Harmonic Distortion, Power Measurement, 
HF Power Converters 
1. INTRODUCTION 

The new and high performance electrotechnologies 
require an accurate control of power processing. Power 
electronics is nowadays recognized as the “heart” of the 
power processing in various electrotechnologies. Two of 
these applications are the well-known  arc welding and the 
ultrasonic processing of materials. The modern arc welding 
inverters and the electronic generators of electro-
ultraacoustical equipments belong to static power converters, 
which represent - in electrical terms - nonlinear loads and 
hence, distorted power sources for the electric power system, 
Fig. 1, [1,2].  

The large spread of electrical equipments 
incorporating power electronics and the current spotlight on 
power quality has reinforced the need for harmonic studies as 
a standard component of power system analysis and 
equipment design activities, [3,4]. 

In the circumstances of proliferation of high nonlinear 
and distorting loads for electrical low voltage networks, a 
large effort has been focussed on the definitions of powers 
associated with non-sinusoidal waveforms, based on 
theoretical considerations and on experimental measurements 
performed with modern and high accuracy power analyzers, 
[5]. 

The present work try to reveal, based on experimental 
investigations, how the various amount of distorted powers 
are presented at the electric grid interface of some 
equipments incorporating power electronics, designed for 
two electrotechnological applications: arc welding and 
ultrasonic cleaning, respectively. 

In Fig. 1,  is presented - as an example of a HF power 
converter - a HB topology with electrical isolation. 
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Fig. 1. The HB converter scheme of a HF power 
processing equipment 

The switching frequency of the converter is in the 
range of 20 … 100kHz. 

The process interfaces, associated with the two above 
mentioned electrotechnologies, are presented in Fig. 2. 

VT

Lo

CT

a

b

To Control Stage Welding Circuit

H.F. Rectifier

 
a. Arc welding equipment 

VT

Lo

CT

a

b

To Control Stage
Ultrasonic Piezo

Transducer

PZT

 
b. Ultrasonic equipment 

Fig. 2. The process interfaces for a HF power 
converter. 

The goal of the experimental study is to determine the 
input harmonic spectra of: voltage, current and active power, 
the input distorting powers, and the distorting state 
indicators. The equipments under test have not been provided 
with filtering devices (passive or active) at the interface with 
the supply electrical network. 
2. DEFINITIONS FOR POWERS IN SINGLE-PHASE 
SYSTEMS 

In order to describe quantitatively the distorting state, 
various definitions of powers, and/or criteria for the quality 
of electric power have been proposed, [3,4]. 

In power terms, the distorting state is characterized by 
the presence of a so-called “distortion power”, D, as defined 
by the general relationship: 

22
1

2
1

22
1

222 DQPDSQPS ++=+=+=   (1) 
where: P represents the total active power; Q – total 

reactive power, S1 - fundamental apparent power with its 
components: fundamental active, P1, and reactive power, Q1. 
The term D represents a non−fundamental apparent power 
and consists of three components: 
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or, in other terms: 
 



ELECTRONICS, VOL. 7, NO.2, DECEMBER 2003. 115

2222
uiui DDDD ++=    (2,b) 

 
where: 

U1, I1, are the fundamental of rms voltage and current; 
Ud, Id, represent the rms values of the deforming residues of 
voltage and current. 

The terms of the distortion power, in expressions (2), 
are respectively: Di, the current distortion power; (usually the 
dominant term); Du, the voltage distortion power; Dui, the 
harmonic apparent power. 

The relationships (2) suggest a geometrical model of 
powers in non-sinusoidal state, as represented in Fig. 3. This 
model consists of four rectangular triangles of powers, as 
follows, [6]: 
• triangle of fundamental powers: V1V2V3; 
• triangles of distorted powers: V3V4V5, and V3V5V6; they 

are coplanar with the triangle V1V3V6; 
• triangle of total apparent power: V1V3V6. 

Based on the above definitions of powers, some 
power factors can be defined, as follows, [3]: 
• the “total distortion power factor”: 
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• the “harmonic apparent power factor”: 
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In the relationships (3) and (4), kdi=Id/I1, kdu=Ud/U1, 

represent the harmonic distortion factors for current and 
voltage respectively. These power factors represent useful 
indicators for describing the distorted state determined by the 
non-linear electric loads in electrical network. 
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Fig. 3. The geometrical model of powers 

 
3. EXPERIMENTAL RESULTS 

 
3.1. The case of an arc welding inverter  
The high performances of the arc welding inverter 

power source are strongly related to the high−frequency 
power processing. An uncontrolled single/tri−phase rectifier, 
with a capacitive filter, supplies the inverter power source 
from the electric network. The presence of the diode rectifier 

at the interface with the electric network, and the 
high−frequency switching operation of the inverter, result in 
a substantial current harmonic pollution and electromagnetic 
interference (EMI), at the input of the arc welding inverter 
power source, [6].  

The experimental study was performed on a single-
phase inverter power source designed for Manual Metal Arc 
(MMA) and Wolfram Inert Gas (WIG) welding, with a 
5...150A output current range, [7]. 

The input current harmonic spectra, at three levels of 
welding current, and the corresponding input harmonic active 
power spectra are presented in Fig. 4, and in Fig. 5, 
respectively. 
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Fig. 4. The current harmonic spectra at the input of 

the arc welding inverter  power source. 
 

The harmonic level is defined as, γ=In/I1, where: In, 
represents the r.m.s value of the nth harmonic current. 

As can be seen from Fig. 4 and Fig. 5, the arc welding 
inverter represents a serious distorting load for the electric 
network. The current harmonic levels decrease with the 
output load level of the power source. 

The large scale spread of this type of welding 
equipment, imposes the application of harmonic mitigation 
methods, in order to reduce the harmonic currents up to the 
limits stipulated in harmonic standards, such as NF  EN 
61000−3−2, [2]. 
 

-1.4

-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

3 5 7 9

Harmonic order

Pn
/P

1,
 [%

]

50A

102A

143A

Fig. 5. The active power harmonic spectra at the input 
of the arc welding inverter  power source 

 
The measured and some calculated results are 

summarized in Table 1. 
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Table 1. Determinations  for the arc welding inverter 
Welding current Parameter 

50A 102A 143A 
U [V] 223,93 221,88 218,26 
U1 [V] 223,44 221,68 218,04 
Ud [V] 14,81 9,42 9,80 
THDu 0,066 0,042 0,045 
I [A] 8,78 25,03 32,24 
I1 [A] 5,12 16,29 22,74 
Id [A] 7,13 19,00 22,86 
THDi 0,812 0,759 0,709 

S [kVA] 1,967 5,553 7,038 
P [kW] 1,131 3,408 4,472 

Q [kVAr] 1,609 4,384 5,434 
D [kVA] 1,600 4,218 4,994 
S1 [kVA] 1,143 3,612 4,959 
P1 [kW] 1,130 3,446 4,671 
Du [VA] 75,75 153,46 222,81 
Di [kVA] 1,595 4,211 4,984 
Dui [VA] 105,69 178,93 223,93 
Power 
Factor 0,575 0,614 0,636 

kpd 1,399 1,168 1,007 
kpdh 0,092 0,049 0,045 
 
The measured total harmonic distortion of the voltage 

and current (THD) are given by the relationships: 
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Based on the results from table 1, the following 

remarks can be made: 
• the current harmonic distortion THDi is much greater 

than the voltage harmonic distortion THDu, i.e. the 
current distortion power Di is much greater than the 
voltage and the harmonic distortion powers, Du, and Dui, 
respectively; 

• the current harmonic distortion THDi decreases with the 
increasing of the load current, and the total power factor 
increases with the increasing of the load current; 

• the total distortion power factor, kpd, and the harmonic 
apparent power factor, kpdh, decrease with increasing of 
the load current; 

• the total active power is not equal to the fundamental 
active power, due to the harmonic active powers. 

 
3.2. The case of a power generator for ultrasonic 

cleaning 
The characterization of an electronic power source 

dedicated to excitation of electro-acoustic transducers, in 
terms of the behaviour at the interface with the supply 
electrical network, must be made in conjunction with the 
evaluation of the output parameters of the power source, 
especially those concerning the excitation at the resonance of 
the ultrasonic transducer.  

The equipment under investigations was an ultrasonic 
cleaning bath [8]. In Fig. 6, is presented the harmonic 

spectrum of the input current, and in Fig. 7, the input active 
power harmonic spectrum. The values of the parameters, 
resulted from experimental investigation, are presented in 
Table 2. 
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Fig. 6. The current harmonic spectrum at the input of 

an ultrasonic power generator. 
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Fig. 7. The active power harmonic spectrum at the 

input of an ultrasonic power generator. 
 

The harmonic spectra, experimentally determined, 
spotlight the “pure” behaviour of this type of equipments, 
that is characterized by the following aspects: 
• the current harmonic spectrum shows a significant 

harmonic level (>10%), for harmonic order less than 10; 
• for the ultrasonic bath, the input current harmonic 

spectrum shows comparable harmonic levels between 
the odd and even current harmonics, that denotes a 
“hard” distortion of the input current (current distortion 
factor Kdi=0,7758); this is in fact the result of the 
sequential operation of the generator, by piloting the 
pulses at 50Hz; 

• the active harmonic powers, for a rated ultraacoustic 
load operation, are mainly odd and negative ones (except 
the 7th), thus being injected into the electrical network by 
the nonlinear receiver; 

• the voltage harmonic spectrum shows a relative higher 
level (2,79%) for the 5th voltage harmonic, the others 
harmonics being much smaller, that correspond to a 
distortion factor less than 5%. 

• based on the experimental results, the main conclusion 
that can be drawn is that the electro-ultraacoustical 
equipments can be included in the family of harmonic 
and distortion sources for the  public supply electrical 
network, accordingly to IEC 1000-3-2, class D standard. 

 
Table 2. Determinations for the ultrasonic  generator 



ELECTRONICS, VOL. 7, NO.2, DECEMBER 2003. 117

Parameter Value Parameter Value 
U [V] 226,44 Q [VAr] 135,406 
U1 [V] 226,229 D [VA] 115,069 
Ud [V] 9,759 S1 [VA] 93,474 
THDu 0,043 P1 [W] 62,267 
I [A] 0,655 Du [VA] 4,032 
I1 [A] 0,413 Di [VA] 114,891 
Id [A] 0,508 Dui [VA] 4,956 

THDi 0,776 Power 
Factor 0,407 

S [VA] 148,254 kpd 1,231 
P [W] 60,369 kpdh 0,053 

 
In the tables 1 and 2, the quantities marked with italics 

are measured, the other ones, are calculated. 
4. CONCLUSIONS 

The main conclusions that can be drawn from the 
experimental investigation are: 
• the measurement of powers represents a useful tool to 

investigate the behaviour of the non linear loads supplied 
from the electricity network; 

• based on the power measurements, it can be defined 
some power factors that describe quantitatively the 
distortion components of the total apparent power; 

• the arc welding inverter power source and the power 
generator for ultrasonic processing represent today some 
exponents of the new generation of high frequency 
power processing  equipments widespread in various 
applications; 

• the distorting state indicators are comparable in both 
situations, except the total power factor, that is less in the 
case of ultrasonic generator; 

• the arc welding inverter and the power generator for 
ultrasonic cleaning are both distorting non-linear loads 
for the electric network, being in need for application of 
harmonic mitigation techniques, [2]. 
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Abstract: This paper represents an implementation of Petri 
Nets in modeling and analysis of a CAN (Controller Area 
Network) interface. The major automats in the controller are 
first modeled with Petri Nets (PN). The CAN controller with 
a simple bus line connection performs all the functions of the 
physical and data-link layers. The application layer is 
provided by a microcontroller, to which the CAN controller 
connects through general purpose non-multiplexed parallel 
8-bits bus. The description of the automat is transferred to 
very high level descriptive language (VHDL) after analyzing 
the properties of Petri Nets 
Keywords: Petri Nets, CAN controller, VHDL 

 
1. INTRODUCTION 

The CAN architecture that is widely applied in 
modern in-car communication systems [1] defines the lowest 
two layers of the model: the data link and physical layers. 
The application levels are linked to the physical medium by 
the layers of various emerging protocols, dedicated to 
particular industry areas plus any number of propriety 
schemes defined by individual CAN users. 

The physical medium consists of a twisted-pair with 
appropriate termination. In the basic CAN specification [2], it 
has a transmission rate from 20KBaud up to 250 KBaud 
whilst full CAN runs up to 1 MBaud. 

The physical and data link layers will normally be 
transparent to the system designer and are included in any 
component that implements the CAN protocols. 
There are some microcontrollers with integral 
CAN interfaces, for example, the 8051-
compatible Siemens C505C processor and the 
16-bit SAB-C167CR. The 81C91 is a 
standalone CAN controller which directly 
interfaces many microcontrollers. 

Modeling with Petri nets is based on the 
interaction between events and conditions. The 
event is an action in the system, and the 
condition is a logical description of the systems 
state. The growing use of Petri nets is due to 
their strong mathematical description allowing 
the properties of the modeled system to be 
checked by analyzing the Petri net and its basic 
properties: reachability tree, safeness, 
boundedness, liveness, and conservativeness.  

In this paper we first study the 
applicability of Petri nets for modeling of CAN 
protocol based systems, then we introduce the 
models being used for description by VHDL 
code and verified by simulation. Next the timing 
properties of the protocol are introduced and 
studied in order to enable proper timing 
simulation. 

2. MODELING OF TRANSMITTER AND RECEIVER 
BLOCKS WITH PETRI NETS 

According to the description of CAN protocol PNs are 
made of the main finite state automats – Transmitter block 
(Figure 1) and Receiver block (Figure 2). Each state of the 
automat is represented with a place in the PN. 

Reachability tree is used in order to determine specific 
properties of the Petri net. Some of the more important 
properties that can be determined include safeness, 
boundedness, liveness, and conservativeness. The 
reachability tree begins with the initial marking M0. From 
this marking, a new marking is created for each enabled 
transition from that marking. Subsequently, a new marking is 
created for each enabled transition from the reached 
markings. Once a marking is found that is already present in 
the tree it need not be added to the tree for a second time. 
Once all possible markings have been found, the tree is 
complete. The completed reachability tree shows all of the 
possible markings that can be obtained from the initial 
marking given every possible sequence of transition firings. 

The reachability tree of TXBL is shown by matrixes on 
Figure 3. On Figure 4 are shown the relevant matrixes for 
RXBL. 

 The columns in RM represents Reachable Markings and 
A represents adjacency matrix (A(i,j) means oriented arc 
from vertex i to vertex j). Value of A(i,j)=p means that 
marking in column RM(j) could be reached from place I by 

 
Fig. 1: Petri net description of transmitter block 
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firing transition p. The PN of the TXBL is safe, because there 
is only one token in the PN in all reachable markings. 
Properties boundedness and conservativeness are derived 
from property safeness. TXBL PN is live, because there is no 
deadlock. This property is important quality for the TX 

automat, because it guarantees that the communication 
protocol will have proper operation in all possible conditions. 

 Similar analysis is made for the PN of the Receiver: the 
PN is safe and live. On the ground of that results the 
description of both Petri Nets is transferred to VHDL [3-4], 
by describing the states and the conditions for transition from 
one into another. 
3. IMPORTANCE AND FUNCTIONAL DESCRIPTION 
OF CAN CONTROLLER 

In real-time control systems, usually, many wiring 
connectors are used for various switches, sensors and 
actuators. The extreme example is automobile electronics, 
where the wiring became not only expensive, but also 
unreliable. In order to solve this problem and interconnect all 
devices efficiently, using multiplex transmission 
communication technology, a small scale LAN (Local Area 
Network) is constructed, resulting in data communication 
among devices using common lines. The communication 
format (protocol) is adapted by the Society of Automotive 
Engineers (SAE) in United States and referred to as SAE-
J1850 [5]. However, the more popular and widely spread 
protocol name is CAN. 

The importance of CAN introduction can be seen 
through the changes it brought in automotive electronics [6]. 
Figure 5 summarizes the state-of-the-art automotive 
application area. Its main characteristic is networking of 
electronic systems. The sub-systems must share data in real-
time manner [7] and thus perform control in a more 
intelligent way. The best example for networking benefit is 
the coordination of the data generated by the braking, 
steering and suspension systems. Also, the technique of 
‘second guessing’ becomes possible. It is a practice to use 
data from one system as a back-up for the other system under 
certain conditions. Thus, the wheel speed and vehicle 

A

Fig. 2: Petri net description of receiver block 

direction information, already used in a stability management 

system, could be used to back-
up the navigation system, 
especially if the GPS (Global 
Positioning System) signal is 
lost. 
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Five distinct main 
communication systems are 
usually implemented, as shown 
in Figure 5. Very high speed 
network is in charge of 
processing of the external 
signals and requires high 
processing power. Body 
electronics is distributed in two 
networks according to speed 
requirements. Critical safety 
control functions (braking, 
steering, suspension) are 
grouped on a redundant 
network in order to meet fault 
tolerance criteria. Thus, only 
safety critical information is 
allowed on these buses. Due to 
becoming more and more 
robust, the airbag system is 
usually implemented as an 
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Fig. 3: Matrix description of transmitter block 
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Fig. 4: Matrix Description of receiver block 
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accepted (i.e. the host CPU is 
not notified) nor can the 
MBCAN send a frame in 
Extended Format. 

The MBCAN must be 
linked to the physical transfer 
medium through an appropriate 
bus transceiver according to 
ISO/DIS 11898 or modified 
RS-485 transceivers. The 
MBCAN connects to this 
transceiver using one logic-
input and one logic-output line. 
These are RX and TX 
correspondingly. 

The MBCAN can be 
partitioned in two blocks – the 
Protocol Core accomplishing 
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Fig. 5: On-vehicle electronic systems 
independent network. Between the networks there are 
‘gateways’ to share information across the boundaries when 
necessary. 

In all five networks only two wires, CAN TX 
(Transmitting pull-up) and RX (Receiving pull-up) lines, are 
main communication carriers. Besides CAN, low speed 
(< 20Kbit/sec) modules (door, seat, roof) communicate with 
their sensors and actuators using LIN (Local Interconnect 
Network) [8-9], while newly the extremely fast applications 
(navigation, multimedia) turn to FlexRay [10-11] network 
(> 1Mbit/sec). 

The represented CAN controller (MBCAN - this is 
abbreviation of current design.) contains all the necessary 
hardware for controlling the serial communication flow 
through the area network using the CAN-protocol. The 
MBCAN conforms to the CAN specification 2.0 part B. The 
MBCAN fully supports the Standard Format frames and it 
acts as a passive node for the frames in Extended Format. 

all the CAN rules [12], and the 
Interface block that provides the 

ability to control the Protocol Core using a general 
microprocessor bus (Figure 6).  

The Frame Sequencer is responsible for realizing the 
frame serialization, coding, decoding, error detection and 
signaling, and bus monitoring. The Transmitter and the 
Receiver incorporate the corresponding state machines 
needed for the transmission and for the reception of correct 
frames. 

The Error Management unit performs the error 
confinement according to the CAN-protocol. It comprises of 
two error counters and additional logic, in order to define the 
bus/error status of the MBCAN. 

The CRC (Cyclical Redundancy Check) Logic takes 
care of CRC generation during transmission of a message, 
and of a CRC check at the end of a received message. 

The Bit Synchronization block controls the bit 
duration and bus sampling point, and derives information for 

synchronizing with the serial data stream. 
The internal logic of this block is able to 
lengthen/shorten the bit timing so that a 
correct sampling of the CAN-bus may be 
performed. 

The MBCAN operates with three 
message buffers. They are realized in a 
dedicated external Dual Port RAM 
(DPRAM), called message memory. The TX 
Message Buffer takes 10 bytes of that 
memory into which the host writes the 
message that is to be transmitted. There are 
two RX Message Buffers. Each of them 
occupies 10-bytes of the message memory 
for storing the incoming message. In this 
way the host is able to process one message 
while another is being received. When both 
of the RX buffers are full, overload frames  
 

Fig. 6: Block diagram of the CAN controller 
That means the MBCAN can be connected in a network that 
makes use of Extended Format as well as Standard Format. 
Messages in Extended Format are only received - the 
MBCAN doesn’t corrupt them but sends acknowledge if they 
are correct. Messages with extended identifier cannot be 

are generated until the host clears at least 
one of them. The interface signals to the 

DPRAM are elaborated inside the Message Memory 
Interface. 

The Host Interface accomplishes a general purpose, 
non-multiplexed, parallel interface through which any control 
device (implementing the application layer of the protocol) 
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can access control and status information, as well as read and 
write the message buffers. 
4. HOST INTERFACE 

There are two types of accesses that might be 
perforWrite into the internal registers. 

 The host initiates read access by first issuing valid 
ADDR (register address on address bus) and CSN (active 
low chip select signal). Internal address decoding is done 
when CSN is low. The data output bus DOUT becomes valid 
after the internal address decoding. When the host asserts 
RDN (Read control signal active low) LOW, the DOUT bus 
is already stable. The DOE (Data Output Enable) signal is set 
to HIGH when both the RDN and CSN are LOW. The DOE 
should enable the three-state on the system level. Therefore 
the CPU can sample the DOUT at any time while RDN is 
LOW. 

 

 
 

Fig. 7: Read access 
 
 

 

Fig. 8: Write access 
 
The host initiates write access by first issuing valid 

ADDR and CSN. When these become stable, the host asserts 
WRN LOW. While the WRN signal is LOW, the MBCAN 
updates the accessed register at every rising edge of the 
SCLK (cycles 7, 8, 9 and 10). The host CPU must provide 
valid (stable) data over the DIN (Input Data) bus prior to set 
the WRN (Write control signal active low) HIGH. The 
internal register being target of the current access is updated 
more than once, but the last update is always performed at 
the end of a valid write operation (SCLK (System Clock) 

cycle 10). Thus the register effectively stores meaningful 
information. In the case of a write access to the Command 
Register the commands are executed once only, after the host 
has finished the operation (WRN is set to HIGH) and the 
valid data have already been latched. 
5. CAN BIT TIMING 

A bit period is built up from a number of time quanta 
as defined by the CAN protocol. The time quantum TQ is a 
fixed unit of time derived from the system clock (oscillator) 
by the means of a prescaler. The nominal bit period is the 
result of the addition of the programmable time segments 
TS1 and TS2 and the fixed length duration synchronization 
segment SYNCSEG (shown at Fig.9). SYNCSEG, TS1 and 
TS2 determine the location of the sample point (following 
equations, (1), (2), (3), (4) and (5) are valid). 
 
TTS1 = TQ(8TS1.3 + 4TS1.2 + 2TS1.1 + TS1.0 + 1) (1) 
 
TTS2 = TQ(4TS2.2 + 2TS2.1 + TS2.0 + 1) (2) 
 
TSYNCSEG = TQ  (3) 
 
TQ = TSCLK(32PSC5 + 16PSC4 + 8PSC3 + 4PSC2 + 
        + 2PSC1 + PSC0 + 1) (4) 
 
 RSJW = TQ(RSJ + 1) (5) 

Bit timing is controlled through the value of bit timing 
registers, BT0 and BT1. They are composed with 8 bits in the 
following order: 

 
BT1 = -, TS2.2, TS2.1, TS2.0, TS1.3, TS1.2, TS1.1, TS1.0 
BT0 = RSJ, -, PSC5, PSC4, PSC3, PSC2, PSC1, PSC0 
 

Accordingly, BT1 decides the length of time segments 
TS1 and TS2, while BT0 contains prescaler settings (PSC 
bits), dividing machine clock, and controls the 
resynchronization jump width (RSJW) through RSJ bit. 

 
 

 
Fig. 9: Bit period as implemented in the MBCAN 

 
Therefore the contents of the BT0 and BT1 registers 

define the nominal bit-rate of the transmitted and received 
messages. 

A typical case is 1Mb/s with 8 quanta per bit with the 
sample point at the end of the 5th quantum and maximum of 2 
quanta per resynchronization jump. Thus the SCLK should 
be 16 MHz, the contents of the BT0 register must equal hex 
(80) and BT1 register must be hex (23). 
6. CAN COMMUNICATION PROTOCOL 

The MBCAN bus controller supports the four 
different CAN-protocol frame types for communication: Data 
Frame, to transfer data; Remote Frame, to request data; Error 



ELECTRONICS, VOL. 7, NO.2, DECEMBER 2003. 123

Frame, globally signals a (locally) detected error condition; 
Overload Frame, to extend delay time of subsequent frames. 

There are two logical bit representations used in the 
CAN-protocol: A recessive bit on the bus-line appears only if 
all connected MBCAN send a recessive bit at that moment. 
Dominant bits always overwrite recessive bits i.e. the 
resulting bit level on the bus-line is dominant. 

♦ Data Frame 
A Data Frame carries data from a transmitting 

MBCAN to one or more receiving MBCANs. A Data Frame 
is composed of seven different bit-fields: Start-Of-Frame, 
Arbitration Field, Control Field, Data Field, CRC Field, 
Acknowledge Field, End-Of-Frame.  

Start-Of-Frame
Arbitration Field

Control Field
Data Field

CRC Field
Acknowledge Field

End-of-Frame

0 to 8 bytes long

Data Frame
Interframe

Space
Interframe

Space
or

Overload
Frame

  
Fig. 10: Data Frame Format 

 
♦ Remote Frame 

An MBCAN, acting as a receiver for certain 
information may initiate the transmission of the respective 
data by transmitting a Remote Frame to the network, 
addressing the data source via the Identifier and setting the 
RTR (Remote Transmission Request) bit HIGH (remote; 
recessive bus level). The Remote Frame is similar to the Data 
Frame with the following exceptions: RTR bit is set HIGH, 
Data Length Code is ignored, No Data Field Contained. 

♦ Error Frame   
The Error Frame consists of two different fields. The 

first field is accomplished by the superimposing of Error 
Flags contributed from different MBCANs. The second field 
is the Error Delimiter. There are two forms of an Error Flag: 
Active Error Flag, Passive Error Flag.  

 

Error Flag

Superposition of
Error Flags

Data
Frame Error Frame Interframe

Space
or

Overload
Frame

Error Delimiter

 
 

Fig. 11: Error Frame Format 
 

♦ Overload Frame 
The Overload Frame consists of two fields, the 

Overload Flag and the Overload Delimiter. There are two 
conditions in the CAN-protocol, which lead to the 
transmission of an Overload Flag: Receiver circuitry requires 
more time to process the current data before receiving next 
frame; Detection of a dominant bit during Intermission Field. 
7. CONCLUSION 

In this paper design of CAN controller was discussed. 
It is ideal for any situation where microcontrollers need to 
communicate either with each other or with remote 
peripherals. In its home environment, the car, CAN was 
originally used to allow mission-critical real time control 
systems such as engine management systems and gearbox 
controls to exchange information.  

Petri nets were proven to be a concept exceptionally 
suitable for modeling of control systems. It allows for a 
mechanisms to analyze all possible states of realization for 
CAN controller. According to that, an attempt was done, 
described in this paper, to implement Petri nets for modeling 
of a CAN protocol. As a results of Petri nets design was an 
incident matrix with all possible matrix’s invariants. It gives 
considerable advantages concerning the effectiveness of the 
synthesis for CAN controller.  

The models developed will be applied as fundamental 
concepts in much bigger and more complex simulation tasks 
within the car communication system. All that being part of a 
designing tools development for CAN technology. 
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Abstract: The paper presents an algorithm for the human 

face tracking using moving camera. Initaially, detection of 

human silhouette is made, using difference of frames with 

and without moving object. Face region on selected 

silhouette is determined according to colour criterion. The 

block matching algorithm with reduced number of pixels is 

used for furthrer tracking of selected block from face region. 

In that way, computational complexity is reduced and 

algorithm is capable to operate in real time regime. Moving 

vector of the selected block is moving vector of the whole 

figure in same time. The connection between a moving vector 

and a camera angle is calculated by pinhole algorithm, while 

camera speed is obtained using predicted moving vector of 

the next frame.  

Keywords: Real Time tracking, block matching technique, 

moving object  

1. INTRODUCTION 

Problem of detection and tracking of moving object in 

video sequence is explored a lot in literature recently. Those 

algorithms are highly employed in: robotics, video 

surveillance, compression of video streams, traffic control, 

video conferencing, etc [1]-[3]. Some of these algorithms are 

used in systems for human silhouette tracking [4]. This is one 

of the most complex and demanding problems. Human 

silhouette is not rigid body, it means shape of tracing object 

is changed from frame to frame; environment-background is 

also changing shape, chrominance and luminance.  

Requirements put in front of developed algorithm are 

even more demanding, because in the scene it is possible to 

have similar moving objects (human silhouette) and 

algorithm should provide stable tracking of selected object 

[6]. One more dimension of complexity of this problem is 

camera on moving robot platform [7].  

First step in human face/head tracking is separation of 

moving object from background. Characteristics of 

background are not static: luminance, chrominance and 

movement. Outdoor as well as indoor there are ambience 

changes which depend on period of the day, changes in light 

etc. Those changes in comparison with changes introduced by 

moving object are slow; therefore in initialization phase 

background (without tracking algorithm) is analyzed. This 

approach gives ambience characteristics as result [2],[4],[6]. 

Next step is moving object separation from background in 

real sequence. Pixels which fulfil equation (1) аre part of 

background. 
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Removing pixels that belong to the background from 

video sequence with moving object results in silhouette of 

moving object. Next step is to establish a region of interest, 

in our case position of face/head inside extracted silhouette. 

In literature [12], most common criterion is colour, anyhow 

there are no hard criteria which precisely define attributes of 

face/head, namely there is no exact colour coordinate of 

human face. Usually for this purpose HSI instead of RGB 

coordinate system is used, in case of HSI colour 

representation, face colour is defined with H axis [12],[13]. 

Value of coordinate H in most cases is in range from 0 to 50 

degrees (between red and yellow).  

Leading idea for this paper is to find optimal method 

for real time human face tracking. In this paper three methods 

are evaluated and compared: (1) tracking based on 

chrominance, (2) tracking based on chrominance and 

movement and (3) tracking based on block matching 

algorithm. Both methods, (1) and (2) show lower 

performance then block matching method, in cases of rotating 

tracking object and overlapping with near similar objects.  

USB

 

DC step motor

LPT

PC Pentium III 700 MHz / OS Win2k

Logitech
QuickCam
Express

 

Figure 1. Rotation platform block diagram. 
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Evaluation platform for algorithm development is PC 

based work station (Intel PIII – 700MHz,OS Win2k) 

equipped with Logitech QuickCam Express USB colour web 

camera. Algorithm works in real time with 15 frames per 

second. Additionally, to make algorithm development as 

close as possible to target application (semiautonomous 

robot, which use developed algorithm for tracking of master) 

hardware module is developed. Block diagram of rotation 

platform (with rotation angle +/- 180 degrees) is shown on 

Figure 1, on top of the platform camera is mounted. Platform 

is equipped with step motor controlled through PC LPT port.  

In following paragraphs, previously referenced (steps 1-

4) algorithms will be separately analyzed, with clear 

statements what advantages and what drawbacks of each 

technique are.  

2. DESCRIPTION OF THE SIMILAR METHODS 

2.1. Color Based Tracking Algorithm 

Extraction of the TO is realized in RGB colour space. 

First, silhouette is separated from background (step 2). Inside 

the silhouette pixels that belong to face are marked. In the 

first frame threshold value is experimentally determined, and 

pixels that are in range +/-20 from threshold value are 

marked to belong to the TO. Mean value of marked pixels in 

RGB colour space is calculated, this becomes a threshold for 

the next frame. In the next frame only pixels that are in range 

of new threshold +/-20 are marked as part of TO. Criteria for 

marking one pixel must be satisfied in all three coordinates 

(RGB). Equation that shows criterion when pixel belongs to 

the TO (when is marked) is given in (2). 
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In field application TO colour is changed due to 

different ambient luminance. Threshold should be updated 

from frame to frame. The same approach like in the first 

frame is used. Mean value of marked pixels in RGB 

coordinate space is calculated and used as threshold for the 

next frame. As tracking object, circumrectangle around 

marked pixels is used. Orthocenter of circumrectangle is 

assigned as center of the TO. 

Additionally, to reduce algorithm complexity one more 

simplification is done. Tracking human on relatively short 

distance has a consequence that x-y movement is small (in 

number of pixels). Having this in mind processing area in the 

next frame can be reduced to circumrectangle + maximal 

expected movement. Successfully separated TO using colour 

criterion in RGB coordinate space is shown in Figure 2. 

Disadvantage of using colour criteria are in sequences where 

human figure rotates (turnaround), namely when face turns 

away from the camera. To remove this artefact, algorithm 

described in the next paragraph is developed.  

  

(a) input frame             (b) marked pixels 

Figure 2. Separation of TO using colour criteria. 

2.2 Combined Motion and Color Based Tracking 

Algorithm 
For separation of moving object, algorithm often used 

in TV application for motion detection is employed. This 

algorithm is realized in YUV colour space, where motion 

detection is performed only in Y domain, using interlaced 

model of image sequence representation (i.e. fields, 

consisting of only odd or even lines alternate in time). 

Presence of motion could be detected using equation given in 

(3), taking pixel from current frame ),( yxYi
, and two pixels 

above )1,(1 −
−

yxYi
and below )1,(1 +

−
yxYi

, from 

previous frame. If amplitude of middle pixel (from current 

frame) is not between amplitude of pixels above and below 

from previous frame, it is highly probably that there is 

movement. Determination of the moving region is made 

using equation (3) on previously formatted black-white 

picture M(x,y). 
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Inside marked area (circumrectangle around pixels 

where motion is detected) colour criteria described in 

previous paragraph is applied. In Figure 3 results for motion 

detection are given. 

Motion estimation (estimation of motion vector) is 

done based on a movement of orthocenter between two 

successive frames. Position of orthocenter is calculated 

according to equations given in (4) and (5). 

 
(a)  (b)  (c) 

Figure 3. Motion detection results (a) i-1 frame, 

(b) i frame, (c) results of motion detection. 
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where W is picture width, H is picture height; NWi and 

NHi are numbers of pixels in i-th column and row where 

motion is detected. N is total number of pixels where motion 

is detected. 

3. BLOCK MATCHING BASED TRACKING 

ALGORITHM 

The proposed block matching algorithm consist four 

step as follows: 

Step 1.  In initialization phase the background 

without tracking object is analyzed;  

Step 2.  In working mode the first step is to separate 

object from a background using motion criteria between 

scenes with and without TO (tracking object);  

Step 3.  As a result of previous step human 

silhouette is extracted, and face localization is done. Colour 

criterion is used for selection of starting block which will be 

used as reference block for next frame;  
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Step 4.  Finally, for tracking, adapted block 

matching algorithm is used. 

Block matching is well known technique in digital 

image processing [14],[15] especially image compression. 

Rectangular block is compared with block of the same size in 

the next frame. The best match is on position where 

difference between reference block and compared block is 

minimal. Difference is calculated using mean absolute errors 

(MAE) criterion. On the beginning of the procedure, the 

center (A) of the initial region corresponding to face colors is 

determined, and block of dimension 40x40 pixels with center 

in point A is selected. Size of the block (40x40) and 

searching window (80x80) are experimentally determined.  

Searching window is area with high probability that 

reference block in the next frame will be located in it. 

Orthocenter of reference block coincides with orthocenter of 

searching window. 

Application of MAE is adjusted for image in RGB 

representation. This technique is usually applied on YUV 

images, where matching is done on Y pixels (luminance) 

only. RGB → YUV format conversion is CPU demanding 

processing block, and usually is realized in hardware. 

Modification of block matching algorithm for RGB colour 

space consists of calculating differences for all three 

coordinates according formula (6). 
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where MAE is mean absolute error, while RBH and 

RBW are height and width of the block.When the best match 

is located, calculated MAE value should be checked 

additionally. Threshold value is MAE value calculated for 

two blocks taken from the same positions (reference and 

compared) in background sequence (recorded in initialization 

phase – step 1). If MAE value is bellow calculated threshold, 

compared block becomes reference block and vector between 

orthocenter of reference block and orthocenter of compared 

block is motion vector. Using additional threshold, false 

motion estimation in areas with uniform luminance is 

avoided. 

In Figure 4 position of reference blocks with regards to 

the TO is shown. Experiments shown in this figure were done 

with fixed camera.  

To speed up BM algorithm, calculation is performed on 

decimated picture, decimation by factor two is used (every 

second pixel in reference and in compared block are used for 

MAE calculation).

 

      

.      

Figure 4. Illustration of block matching based tracking algorithm with fixed camera.

4. CAMERA CONTROL  

For camera movement standard step motor is used 

(1.8º per step, unipolar), platform with camera has 

freedom of +/-180º movement in horizontal plane. Based 

on motion estimation, calculated motion vector is used as 

input for control of the camera rotation.  

Rotation angle is determined according to pinhole 

model [16]. The vertical projection of the model is 

presented on Figure 5, where meanings of symbols are: 

O – camera focus, D – object distance in point B, H – 

horizontal movement of an object, Av and Bv – vertical 

object projections in points A and B, respectively, CvDv – 

horizontal component of moving vector, p – angle of 

camera movement, and d – focus distance from image 

plane. 

The camera movement is estimated according to 

formula (7): 

tg p ~ p = CvDv/d,                            (7) 

 

where variable d is experimentally determined. 

There are two control signals: one for rotation direction (0 

– clockwise and 1 – counter clockwise), and the second for 

number of rotation steps. Frequency of second signal defines 

rotation speed. Speed of the camera [17] is determined by 

distance between the calculated moving vector in current p(t) 

and next frame p(t+1), or Camera Speed =  S (p(t+1)- p(t))/ ∆t, 

where S is a scaling factor and ∆t is the time interval between 

the consecutive frames. 

Due to closed loop in the system and possible instability 

(oscillations, which occurred in experimental phase during 

algorithm development), a PI control algorithm is used for 

motor control. Proportional control action is calculated as 

difference of the horizontal component of the TO orthocenter in 

two successive frames, divided by normalizing factor. In our 

case, for the given picture resolution and resolution of motor 

rotation, normalizing factor is eight. Integral control action is 

average of the last ten successive normalized P actions. Final PI 

control action presents sum of these two values. In Figure 6 the 

block matching tracking algorithm with rotating camera is 

illustrated. 



ELECTRONICS, VOL. 7, NO.2, DECEMBER 2003. 127 

Image Plane


O


d


P


V

A


V

B


V

C


V

D


D


H




INSTRUCTION FOR AUTHORS 
 

Name of the author/s, Affiliation/s 
 

 
Abstract: Short instruction for authors is presented in this 
paper. Works that are to be printed in the review 
“Electronics” should be typed according to this instruction. 
Keywords: Review Electronics, Faculty of Electrical 
Engineering in Banjaluka, Instruction for authors. 
1. INTRODUCTION 

In the review ”Electronics”, we publish the scientific 
and professional works from different fields of electronics in 
the broadest sense like: automatics, telecommunications, 
computer techniques, power engineering, nuclear and 
medical electronics, analysis and synthesis of electronic 
circuits and systems, new technologies and materials in 
electronics etc. In addition to the scientific and professional 
works, we present new products, new books, B. Sc., M. Sc. 
and Ph.D. theses. 

In order to enable the unification of the technical 
arrangement of the works, to simplify the printing of the 
review ”ELECTRONICS”, we are giving this instruction for 
the authors of the works to be published in this professional 
paper. 
2. TECHNICAL DETAILS 

2.1. Submitting the papers 
The works are to be delivered to the editor of the 

review by the E-mail (elektronika@etfbl.net) or on floppy (or 
CD) by post mail to the address of the Faculty of Electrical 
Engineering (Elektrotehnicki fakultet, Patre 5, 78000 Banja 
Luka, Republic of Srpska, Bosnia and Herzegovina). 

2.2. Typing details 
The work has to be typed on the paper A4 format, 

8.27” width and 11.69” height (21.0x29.7 cm), upper margin 
of 1” (2.54 cm) and lower margin of 0,59” (1,5 cm), left and 
right margins of 1,57” (2 cm) and 0,39” (1cm) (mirrored 
margins). The header and footer are 0,5” (1.27cm) and 57” (2 
cm). The work has to be written in English language. Our 
suggestion to the authors is to make their works on a PC 
using the word processor MS WORD 97/2000, and for the 
figures to use the graphic program CorelDraw, if the graphs 
are not going from the original programs, i.e., from the 
programs received (like MATLAB).  

The title of the work shall be written on the first page, 
in bold and 12 pt. size. Also, on the first page, moved for one 
line spacing from title, the author’s name together with the 
name of his institution shall be printed in the letter size (10pt, 
Italic). The remaining parts of the manuscript shall be done 
in two columns with 0.5cm distance. The work shall be typed 
with line spacing 1 (Single) and size not less than 10 pt (like 
as this instruction). After the title of the work and the name 
of the author/s, a short content in English language follows, 
written in italics. The subtitles in the text shall be written in 
bold, capital letters of the size as in the text (not less than 10 
pt.). Each work shall, at the beginning, comprise a subtitle 
INTRODUCTION, and, at the end, the subtitles 
CONCLUSION and BIBLIOGRAPHY / REFERENCES.  

The operators and size marks that do not use 
numerical values, shall be written in common letters. The 
size marks that can use numerical values shall be written in 
italics. The equations shall be written in one column with 
right edge numeration. If the breaking of equations or figures 
is desired, those may be placed over both columns. 

Illustrations (tables, figures, graphs etc.) may be wider 
than one column if necessary. Above a table there shall be a 
title, for instance: Table 2. The experimental measuring 
results. The same applies to figures and graphs but the 
accompanying text comes underneath the figure of graphs, 
for instance: Fig.3: Equivalent circuit diagram... 

The work should not be finished at the beginning of a 
page. If the last manuscript page is not full, the columns on 
that page should be made even. Number of pages should not 
go over 6. 
3. CONCLUSION 

This short instruction is presented in order to enable 
the unification of technical arrangement of the works. 
4. REFERENCES 

At the end of work, the used literature shall be listed 
in order as used in the text. The literature in the text, shall be 
enclosed in square brackets, for instance: ...in [2] is shown ...  
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