
FACULTY OF ELECTRICAL ENGINEERING
UNIVERSITY OF BANJA LUKA

VOLUME 21, NUMBER 1, JUNE 2017

ELECTRONICS

чки ин  фхе ат кор ут лк те ел т

Е   



F A C U L T Y  O F  E L E C T R I C A L  E N G I N E E R I N G  
U N I V E R S I T Y  O F  B A N J A  L U K A  
Address: Patre 5, 78000 Banja Luka, Bosnia and Herzegovina 
Phone: +387 51 211824 
Fax: +387 51 211408 
Web:  www.etf.unibl.org 

 

E L E C T R O N I C S  
Web: www.electronics.etfbl.net 
E-mail: els-journal@etf.unibl.org 
 

Editor-in-Chief:  
Branko L. Dokić, Ph. D. 

 Faculty of Electrical Engineering, University of Banja Luka, Bosnia and Herzegovina 
 E-mail: branko.dokic@etf.unibl.org 

 

Co Editor-In-Chief:  
Prof. Tatjana Pešić-Brđanin, University of Banja Luka, Bosnia and Herzegovina 
E-mail: tatjana.pesic-brdjanin@etf.unibl.org 
 

International Editorial Board: 
• Prof. Goce Arsov, St. Cyril and Methodius University, Macedonia 
• Prof. Zdenka Babić, University of Banja Luka, Bosnia and Herzegovina 
• Prof. Petar Biljanović, University of Zagreb, Croatia 
• Prof. Milorad Božić, University of Banja Luka, Bosnia and Herzegovina 
• Prof. Octavio Nieto-Taladriz Garcia, Polytechnic University of Madrid, Spain 
• Dr Zoran Jakšić, IHTM, Serbia 
• Prof. Vladimir Katić, University of Novi Sad, Serbia 
• Prof. Tom J. Kazmierski, University of Southampton, United Kingdom 
• Prof. Vančo Litovski, University of Niš, Serbia 
• Dr Duško Lukač, University of Applied Sciences, Germany 
• Prof. Danilo Mandić, Imperial College, London, United Kingdom 
• Prof. Bratislav Milovanović, University of Niš, Serbia 
• Prof. Vojin Oklobdžija, University of Texas at Austin, USA 
• Prof. Predrag Pejović, University of Belgrade, Serbia 
• Prof. Ninoslav Stojadinović, University of Niš, Serbia 
• Prof. Robert Šobot, Western University, Canada  
• Prof. Slobodan Vukosavić, University of Belgrade, Serbia 
• Prof. Volker Zerbe, University of Applied Sciences of Erfurt, Germany 

 
Secretary: 

Aleksandar Pajkanović, M.Sc. 
Drago Čavka 
Svjetlana Kovačević 
Jovica Bulović 
 

Publisher: 
Faculty of Electrical Engineering, University of Banja Luka, Bosnia and Herzegovina 
 

Number of printed copies: 100 



 



 



 ELECTRONICS, VOL. 21, NO. 1, JUNE 2017 3 

1Abstract- Generalized Parallel Counters (GPCs) are 

frequently used in constructing high speed compressor trees. 

Previous work has focused on achieving efficient mapping of 

GPCs on FPGAs by using a combination of general Look-up 

table (LUT) fabric and specialized fast carry chains. The 

resulting structures are purely combinational and cannot be 

efficiently pipelined to achieve the potential FPGA performance. 

In this paper, we take an alternate approach and try to eliminate 

the fast carry chain from the GPC structure. We present a 

heuristic that maps GPCs on FPGAS using only general LUT 

fabric. The resultant GPCs are then easily re-timed by placing 

registers at the fan-out nodes of each LUT. We have used our 

heuristic on various GPCs reported in prior work. Our heuristic 

successfully eliminates the carry chain from the GPC structure 

with the same LUT count in most of the cases. Experimental 

results using Xilinx Kintex-7 FPGAs show a considerable 

reduction in critical path and dynamic power dissipation with 

same area utilization in most of the cases. 

Index Terms - Look-up table, Compressor trees, 

Technology mapping, Retiming  

Original Research Paper 

DOI: 10.7251/ELS1721003K 

I. INTRODUCTION 

Multi-operand addition is an important operation in many 

arithmetic circuits. It is frequently used in many applications 

like filtering [1], motion estimation [2], array multiplication 

[3, 4, 5, 6, 7] etc. Compressor trees form the basic elements in 

multi-operand additions. Compressor trees based on carry save 

adders (CSA) typically provide higher speeds due to the 

avoidance of long carry chains. Wallace [3] and Dadda [7] 

trees are CSA based compressor trees which are frequently 

used in application specific integrated circuit (ASIC) design. 

However, the introduction of fast carry chains in FPGAs has 

made ripple carry addition faster than the carry save addition. 

Evidently CSA based compressor trees are not well suited for 

implementation involving FPGAs [8]. 

Prior work on compressor tree synthesis using FPGAs has 

used GPCs as basic constituent element. It has been 

demonstrated that the usage of GPCs can lead to a 

considerable reduction in the critical path delay with 
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comparable resource utilization [8, 9, 10, 11, 12, 13, 14]. 

Initial attempts in this regard were made by Parandeh-Afshar 

et al. [8, 9, 10, 11]. In [9] they claim to report the first method 

that synthesizes compressor trees on FPGAs. The proposed 

heuristic constructs compressor trees from a library of GPCs 

that can be efficiently implemented on FPGAs. Their latter 

work [11] focuses on further reducing the combinational delay 

and any increase in area by formulating the mapping of GPCs 

as an integer linear programming (ILP) problem. They 

reported an average reduction in delay by 32% and area by 3% 

when compared to an adder tree. In [10] they focus on 

reducing the combinational delay by using embedded fast 

carry chains. This concept was further extended in [8] and a 

delay reduction of 33% and 45% was achieved in Xilinx 

Virtex-5 and Altera Stratix-III FPGAs respectively. 

Matsunaga et al. [12, 14] also formulated the mapping of 

GPCs as an ILP with speed and power as optimization goals. 

Their results show a 28% reduction in GPC count when 

compared to [9]. A reduction in GPC count results in 

reduction of compression stages thereby reducing the delay 

and power consumption. 

Recent attempts from Kumm and Zipf [15, 16] focus on 

exploiting the low-level structure of Xilinx FPGAs to develop 

novel GPCs with high compression ratios and efficient 

resource utilization. Both general purpose LUT fabric and 

specialized carry chains have been used for synthesizing 

resource-efficient delay-optimal GPCs. 

All the above mentioned approaches (except [9]) focus on 

exploiting the fast carry chain embedded in modern FPGAs. 

The idea is to use the fast carry chain to connect the adjacent 

logic cells and by pass the programmable routing network to 

reduce delay [10]. In this paper, however, we try to avoid the 

usage of embedded carry chains and propose a heuristic that 

tries to implement GPCs using only the general LUT fabric. 

The heuristic tries to minimize the number of LUTs in a GPC. 

The area-optimized GPCs are then easily retimed by inserting 

registers that are available in each logic cell. Thus instead of 

using an LUT-carry chain combination we use an LUT-

register combination to map the GPCs. The motivation for our 

approach is backed by following reasons: 

i. GPCs based on LUTs and carry chains are purely 

combinational in nature. FPGAs are synchronous devices 

and it is better to adhere to synchronous practices while 

using them as implementation platforms. Our approach 

provides this synchronous description by including 

registers in the synthesis process. 

LUT Based Generalized Parallel Counters for 

State-of-art FPGAs 

Burhan Khurshid 
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ii. Usually specialized FPGA resources are fixed in 

position. Routing data to and from the fixed blocks 

sometimes creates problems in the placement and routing 

(PAR) phase of the FPGA design flow. Thus instead of 

using fixed specialized resources it is desirable to use 

general LUT resources as their placement can be altered 

during PAR. 

iii. Finally, retiming GPC structures by placing registers 

at the input of nodes with large capacitances reduces the 

switching activities at these nodes [17]. This results in 

reduced dynamic power dissipation. 

The rest of the paper is organized as follows. Section II 

presents the basic preliminaries about the GPCs and the 

terminology used in this paper. Section III discusses the 

heuristic that is used to synthesize different GPCs. Synthesis 

and implementation is carried out in section IV. Conclusions 

are drawn in section V and references are listed at the end. 

II. PRELIMINARIES AND TERMINOLOGY 

A compressor tree is a circuit that takes k, n-bit unsigned 

operands: Ak-1, Ak-2… A1, A0 and generates two output values, 

Sum (S) and Carry (C), such that: 

          
    (1) 

 

A generalized parallel counter computes the sum of bits 

having different weights. A GPC is traditionally represented as 

a tuple (Ki-1, Ki-2…K1, K0; n), where Ki denotes the number of 

input bits of weight i, and n is the number of output bits. The 

upper limit on the value of GPC is given by: 

     
     

         
     (2) 

 

      
    

     (3) 

 

               (4) 

 

As an example, a (1, 4, 1, 5; 5) GPC has five input bits of 

weight 0; one input bit of weight 1; four input bits of weight 2 

and one input bit of weight 3. The upper limit on the output 

value is 31 and five output bits are required to represent the 

output. 

Logic synthesis is concerned with hardware realization of a 

desired functionality with minimum possible cost. The cost of 

a circuit is a measure of its speed, resource utilization, power 

consumption or any combination of these. A Boolean network 

is a directed acyclic graph (DAG) that represents a 

combinational function. Logic gates, primary inputs (PIs) and 

primary outputs (POs) within this network are represented by 

nodes. Each node implements a local function. A global 

function is implemented by connecting the logic implemented 

by individual nodes. The transformation of a Boolean network 

into targeted logic elements gives the circuit-netlist. For 

FPGAs the targeted element is a k-LUT. 

A cone of node v, Cv, is a sub-network that includes the 

node v and some of its non-PI predecessor nodes. Any node u 

within this cone has a path to the root node v, u→v, which lies 

entirely in Cv. The level of the node v is the length of the 

longest path from any PI node to v. Network depth is defined 

as the largest level of a node in the network. The critical path 

delay and area of a circuit is measured by the depth and 

number of LUTs respectively. A node may have zero or more 

predecessor nodes known as fan-in nodes. Similarly a node 

may drive zero or more successor nodes known as fan-out 

nodes. A network is said to be k bounded if the fan-in of every 

node does not exceed k. 

III. GPC MAPPING HEURISTIC 

This section describes the heuristic for efficiently mapping 

the GPCs onto LUTs. The primary goal of the heuristic is to 

eliminate the fast carry chain and map the GPCs onto 

minimum possible LUTs. Eliminating the carry chain makes 

the GPCs feasible to pipelining. The resulting structures are 

easily pipelined by placing the registers along the feed-

forward cut-sets. We explain the different steps involved in 

the heuristic by considering the mapping of GPC (1, 4, 1, 5; 

5). Conventional implementation requires four LUTs and a 

CARRY4 primitive, with a total delay of TL+4TCC, where TL 

is the delay associated with a single LUT and TCC is the single 

carry delay. Figure 1 shows the Boolean network for (1, 4, 1, 

5; 5) GPC. The network has eleven inputs and five outputs. 

All the primary inputs, primary outputs and intermediate 

signals have been labeled. 

 
Fig. 1. Boolean network for (1, 4, 1, 5; 5) GPC 

Construction: The first step constructs multiple networks 

from the original network. This is done by traversing the 

parent network and dividing it at the output nodes. Thus 

Boolean networks corresponding to each output node are 

constructed in this step. For the parent network of figure 1 

there are five output nodes resulting in five different Boolean 

networks. The individual networks are named as per their 

outputs Z0, Z1, Z2, Z3 and Z4. This is shown in figure 2. 

Recognition and Prioritization: After the individual 

networks have been obtained, the heuristic searches for 

redundant nodes in each of the networks. Redundant nodes are 

the nodes which exist in more than one network. These are 

shown as shaded portions in figure 2. The network for 

redundant nodes is then drawn separately as shown in figure 3. 

Each redundant network is assigned a priority based on the 

number of appearances in the original networks of figure 2. 

For example, the network in figure 3(a) is assigned a priority  
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Fig. 2. Boolean networks for individual outputs. Redundant nodes are shown in same shades. 

 
 

Fig. 3. Boolean networks for redundant nodes. The number in the circle represents the priority of each network. 

 

of 5 because it appears in five different networks. Similarly 

3(b) is assigned a priority of 4 because it appears in four 

different networks and so on. Note that the entire parent 

network can be constructed by interconnecting these 

redundant networks. 

Covering and Re-structuring: Next the heuristic tries to 

optimally map these redundant networks onto LUTs. Mapping 

is done as per the priority, as it results in the maximum logic 

density. For example the network in figure 3(a) has a priority 

of 5 and, if mapped optimally will result in an improved logic 

density in all the networks it is a part of. In this paper, we have 

targeted FPGAs with 6-input LUTs as basic logic elements. 

Thus the mapping should ensure a proper utilization of this 

basic element. For efficient mapping each network in figure 3 

is divided into sub-networks. This is again done by traversing 

through the network and dividing it at output nodes. Thus the 

network of figure 3(a) is divided into three sub-networks 

corresponding to outputs X0, X1 and Z0. Similarly networks in 

3(b), 3(c) and 3(d) are divided into different sub-network as 

per their fan-out. This is shown in figure 4. A straight forward 

approach to mapping would be to assign the logic 

implemented by each sub-network to a separate LUT. This, 

however, leads to under utilization of the resources. For 

efficient mapping, therefore, the entire assembly of sub-

networks is re-structured. This requires transferring some sub-

networks from their original networks to sub-networks that 
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belong to different networks. For example sub-network X0 that 

originally belonged to 4(a) is now transferred to 4(b) and 

included with sub-networks X2 and Z1. This re-structuring of 

sub-networks ensures a proper utilization of the LUT fabric. 

Note that the 6-input LUTs in Xilinx FPGAs can implement a 

single 6-input function or two 5-input functions with shared 

inputs. The re-structured sub-networks are shown in figure 5. 

The re-structured sub-networks are then efficiently mapped 

onto 6-input LUTs by directly mapping their functionalities 

onto these target elements. 

 

 
Fig. 4. Sub-networks for different networks 

 
Fig. 5. Re-structuring of networks for efficient utilization of LUTs 

 
Fig. 6. Re-timed optimal circuit for (1, 4, 1, 5; 5) GPC 

Re-construction and Re-timing: The parent network is 

then constructed by connecting the mapped networks from 

step III. The overall structure is a simple feed-forward 

structure having a unidirectional dataflow. This feed-forward 

nature lends itself for efficient pipelining by simply placing 

the registers along the feed-forward cut-sets. The final mapped 

and re-timed structure is shown in figure 6. 

The circuit implementation of figure 6 requires four LUTs 

and three registers and has a critical path that includes only the 

delay of a single LUT (TL). The carry chain has been 

eliminated and there is no increase in the delay associated with 

the GPC. Different GPCs proposed in prior work were 

implemented using this heuristic. The carry chain was 

successfully eliminated in all of the GPCs with no extra 

hardware cost, except in few cases where the column length of 

the GPCs exceeded five. The circuits for different GPCs are 

shown in figures 7, 8, 9 and 10. A theoretical evaluation of 

different GPCs is listed in table 1. With respect to table 1 it 

should be noted that previous implementations using carry 

chains consider only LUTs as the hardware resource. 

However, for each bit in a carry chain there is a carry 

multiplexer (MUXCY) and a dedicated XOR gate for 

adding/subtracting the operands with a selected carry bit. Thus 

an increase in LUT count that is observed in some GPCs using 
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our heuristic may be compensated by the elimination of the resources included in the carry chain. 

 
 

Fig. 7. LUT based GPCs from [9] 

 

 
 
Fig. 8. LUT based GPCs from [8] 
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Fig.9. LUT based GPCs from [15] 

 

 
Fig. 10. LUT based GPCs from [16] 
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TABLE I 

 COMPARISON OF DIFFERENT GPCS 

GPCs 
Previous Mappings Mappings based on proposed heuristic 

LUTs Delay LUTs Delay 

GPCs from [9]     

(3;2) 1 TL
1 1 TL 

(6;3) 3 TL 3 TL 

(1,5;3) 3 TL 2 TL 

GPCs from [8]     

(6;3) 4 2TL+TR
2+4TCC

3 3 TL 

(1,5;3) 3 TL+3TCC 2 TL 

(2,3;3) 3 TL+3TCC 2 TL 

(7;3) 4 2TL+TR+4TCC 3 TL 

(1,6;4) 4 2TL+TR+4TCC 4 TL 

(3,5;4) 4 2TL+TR+4TCC 4 TL 

(4,4;4) 4 2TL+TR+4TCC 4 TL 

(5,3;4) 4 2TL+TR+4TCC 4 TL 

(6,2;4) 4 2TL+TR+4TCC 4 TL 

GPCs from [15]     

(6;3) 3 2TL+TR+3TCC 3 TL 

(1,5;3) 2 TL+2TCC 2 TL 

(2,3;3) 2 TL+2TCC 2 TL 

(7;3) 3 2TL+TR+3TCC 3 TL 

(5,3;4) 3 2TL+TR+3TCC 4 TL 

(6,2;4) 3 2TL+TR+3TCC 4 TL 

(5,0,6;5) 4 TL+4TCC 6 TL 

(1,4,1,5;5) 4 TL+4TCC 4 TL 

(1,4,0,6;5) 4 TL+4TCC 5 TL 

(2,0,4,5;5) 4 2TL+TR+4TCC 5 TL 

GPCs from [16]     

(6,0,6;5) 4 TL+4TCC 6 TL 

(1,3,2,5;5) 4 TL 5 TL 
1delay associated with LUT. 
2delay associated with routing. 
3delay associated with carry chain 

 

IV. SYNTHESIS, IMPLEMENTATION AND RESULTS 

Synthesis and implementation is done using xc7k70t-

2fbg676 device from Xilinx Kintex-7 family. The parameters 

considered are resources utilized, critical path delay and 

dynamic power dissipation. Constraints relating to synthesis 

and implementation are duly provided and a complete timing 

closure is ensured in each case. Synthesis and implementation 

is carried out in Xilinx Vivado 2016.3 [18] with speed as the 

optimization goal. Power analysis is done using the Xpower 

analyzer tool. For power analysis switching activity is 

captured in the value change dump (VCD) file by applying 

test vectors and checking for correct output. Similar test 

benches have been used to ensure a fair comparison. Table 2  

 

provides a comparison of different performance metrics for 

different GPCs. 

From table 2 it is observed that the GPC mappings based on 

the proposed heuristic show an average increase in speed by 

almost 65% and an average reduction in dynamic power 

dissipation by 10%. The carry chain is eliminated in each GPC 

with an overhead of pipelining registers and LUTs (in few 

cases). Each slice in Kintex-7 supports four registers which 

normally remain unutilized. Our experimentation with 

different arithmetic circuits on Kintex-7 devices reveal that 

each carry chain utilizes resources that are equivalent to 1 to 

1.5 6-input LUTs. Thus any increase in LUT count is justified 

by the elimination of carry chain.  
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TABLE II 

PERFORMANCE COMPARISON OF DIFFERENT GPCS ON XC7K70T-2FBG676 

GPCs 
Previous Mappings Mappings based on proposed heuristic 

LUTs Critical path(nS) Power (mW) LUTs Critical path(nS) Power(mW) 

GPCs from [9]   

(3;2) 2 0.318 0.0287 1 0.091 0.0213 

(6;3) 3 0.642 0.0300 3 0.641 0.0240 

(1,5;3) 3 0.642 0.0301 2 0.108 0.0214 

GPCs from [8]   

(6;3) 4 0.872 0.0321 3 0.641 0.0300 

(1,5;3) 3 0.772 0.0301 2 0.108 0.0300 

(2,3;3) 3 0.602 0.0301 2 0.318 0.0300 

(7;3) 4 0.877 0.0321 3 0.108 0.0300 

(1,6;4) 4 1.101 0.0321 4 0.108 0.0300 

(3,5;4) 4 1.002 0.0321 4 0.108 0.0300 

(4,4;4) 4 0.988 0.0321 4 0.108 0.0300 

(5,3;4) 4 0.887 0.0321 4 0.602 0.0300 

(6,2;4) 4 1.007 0.0321 4 0.108 0.0300 

GPCs from [15]   

(6;3) 3 0.802 0.0311 3 0.641 0.0300 

(1,5;3) 2 0.796 0.0300 2 0.108 0.0300 

(2,3;3) 2 0.598 0.0300 2 0.318 0.0300 

(7;3) 3 0.885 0.0311 3 0.108 0.0300 

(5,3;4) 3 0.839 0.0311 4 0.602 0.0300 

(6,2;4) 3 0.991 0.0311 4 0.108 0.0300 

(5,0,6;5) 4 0.989 0.0500 6 0.641 0.0426 

(1,4,1,5;5) 4 0.839 0.0500 4 0.091 0.0371 

(1,4,0,6;5) 4 0.989 0.0500 5 0.641 0.0377 

(2,0,4,5;5) 4 1.101 0.0500 5 0.091 0.0377 

GPCs from [16]   

(6,0,6;5) 4 1.006 0.0500 6 0.091 0.0452 

(1,3,2,5;5) 4 0.989 0.0500 5 0.091 0.0377 

 

V. CONCLUSIONS 

In this paper we took an alternate approach to GPC 

synthesis on FPGAs. Unlike prior work on GPC synthesis that 

used a combination of LUTs and carry chains, we used a 

combination of LUTs and registers and eliminated the carry 

chain completely from the GPC structure. Our approach works 

in two steps: first a heuristic is used to eliminate the carry 

chain and map the GPC logic efficiently onto the underlying 

LUT fabric. The mapped GPC is then retimed by placing the 

registers along the feed-forward cut-sets. Retiming breaks the 

critical path resulting in higher operating frequencies. Our 

implementation targeting Xilinx FPGAs show an increase in 

speed and reduction in power dissipation for almost same 

resources utilized. 
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 

Abstract—In this paper, filtered back-projection algorithm is 

optimally implemented using low-cost Spartan 3A-DSP 3400 

chip. The optimization enables parallel implementation. The 

combination of the pixel parallelism and projection parallelism is 

presented to significantly reduce the total reconstruction time to 

produce the image. The applied data is presented in fixed point 

format to achieve efficient implementation with maximum speed. 

The selection of data bus-width is optimized with very little error 

and good visual quality required for medical images. Before 

implementation, the computer tomography (CT) reconstruction 

simulator is developed to provide a testing reference for the 

hardware implementation. Using the combination of the pixel 

parallelism and projection parallelism, the presented hardware 

design achieves image reconstruction of a 512-by-512 pixel image 

from 1024 projections in 134.8 ms using 50 MHz clock cycles. It 

achieves the reduction of the required number of clock cycles to 

form an image from projections by 60 % comparing to the state 

of the art of the reconstruction time using field programmable 

gate array (FPGA) design. 

 

Index Terms— CT image reconstruction using FPGA, Filtered 

Back-Projection (FBP), Pixel parallelism, Projection parallelism. 

 

Original Research Paper 
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I. INTRODUCTION 

omputerized tomography (CT) is a medical image 

processing application, marked by computationally 

intensive algorithms. It is the process of generating a cross 

sectional image of an object from a series of projections 

collected around the object [1-2]. The reconstruction process 

uses these projections to calculate the average x-ray 

attenuation coefficient in cross-sections of a scanned slice. 

The most common approach for the CT image reconstruction 

is filtered back-projection (FBP). The FBP comes in parallel-

beam and fan-beam variations [2]. Parallel-beam back- 
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projection is focused on this paper, but the presented design in 

this paper can be extended to the fan-beam back-projection 

with modifications. The FBP includes digital signal processing 

(DSP) functions and requires accurate and fast processing of 

large data, which forces CT equipment manufacturers to strike 

a balance between image resolution, image generation time, 

and system cost when designing a new scanner. 

Hardware implementation of FBP accelerates this 

processing. Field programmable gate array (FPGA) vendors 

introduce economical devices with large capacity and DSP 

capabilities. The FBP can benefit from the features of the 

FPGA. Furthermore, the fine-grained parallelism inherent to 

FPGAs is suitable for a highly parallelizable process like FBP 

[3-4].  

Higher image resolution provides more diagnostic details to 

the radiologist, but it takes longer time to generate the images. 

It requires more processing power that significantly adds to 

the cost. Cost-effective acceleration of image reconstruction 

would allow manufacturers to generate higher resolution of 

the CT images while maintaining the required balance in their 

system design. In this paper, it is required to implement the 

parallel-beam FBP algorithm used in the CT on a single FPGA 

chip based on the mentioned features. Before hardware 

implementation, a software simulator is built to analyze and 

get accurate validation of each reconstruction process, used as 

a reference to validate each stage in the hardware design. The 

generated image from hardware is imported to the software 

simulator for the comparison with the generated image from 

the software. In addition, the simulator assists the hardware 

implementation to be optimized and minimized the hardware 

overhead.  

Several previous works were attempted in the area of 

hardware implementation of the parallel-beam FBP algorithm. 

The authors in [5] demonstrated the fixed point architecture of 

the sinogram data quantized with 12-bit, and it does not be 

optimized for medical applications. The author in [6] showed 

the main divisions of CT scanner and suggests the areas that 

can be implemented using the Application Specific Integrated 

Circuits (ASICs) and the FPGA. The authors in [7] presented 

an ASIC hardware implementation of Radon transform, and 

the multiprocessing of the parallel-beam back-projection. The 

authors in [8-9] presented a proposal to accelerate the FBP but 

they do not show the hardware implementation and do not 

consider the quality of the medical image. The authors in [10] 

Efficient Computerized-Tomography 

Reconstruction Using Low-Cost FPGA-DSP 

Chip 

Bassam A. Abo-Elftooh, Mohamed H. El-Mahlawy and Mahmoud E. A. Gadallah  
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used fixed point implementation and maximized the 

parallelism but they deal with Joint Photographic Experts 

Group (JPEG) image that is not used in medical applications. 

The authors in [11] implemented the parallel-beam FBP 

algorithm based on projection parallelism. They achieved 

image reconstruction of a 512-by-512 pixel image from 1024 

projections in 250 ms using expensive Virtex FPGA chip with 

65 MHz. The main objective of this paper is to build hardware 

for fast reconstruction of high image quality using economical 

chip. Therefore, the combination of the pixel parallelism and 

projection parallelism is utilized using low-cost Spartan 3A-

DSP 3400 chip with 50 MHz clock cycles. It achieves image 

reconstruction of a 512-by-512 pixel image from 1024 

projections in 134.8 ms using 50 MHz clock cycles. The 

presented FPGA hardware implementation of the the parallel-

beam FBP algorithm, based on the pixel parallelism and 

projection parallelism, is the most efficient in the speed and 

the hardware cost with respect to all previous published 

works.  

This paper is organized as follows: section II presents the 

concept of the FBP algorithm. Developing of the CT image 

reconstruction simulator will be presented in section III. 

Developing of the non-parallel hardware implementation of 

the FBP algorithm will be presented in section IV. The parallel 

hardware implementation of the FBP algorithm will be 

presented in section V. Finally, the conclusion and the future 

work will be discussed in the last section. 

II. FILTERED BACK-PROJECTION ALGORITHM 

Radon found the way for reconstruction of the image from 

projections, which is only one part of the CT system [12]. A 

practical method was made by Hounsfield [13], and Cormack 

independently invented the same process [14]. The basis of 

tomographic imaging is described in other papers [15-16]. In 

the BP, the measurements at each angle (projection) are 

smeared back along the same line (θ), as shown in Fig. 1. It is 

known the point of density is somewhere along that line. 

Therefore, a crude reconstruction results when the measured 

value is assigned along the entire line. Adding up the values 

for all θ will yield a picture of the object. When only six 

projections are used, a star-shaped pattern emanating from the 

dense points emerges as shown in Fig. 2(a). When enough 

projections are used, the blurring is apparent as shown in Fig. 

2(b). 

 
Fig. 1. Two projections are back-projected and added together. 

 

 
Fig. 2. Back-projecting of an object. a) Six projections. b) Blurred object. 

 

The BP for a single projection of unknown density is [2]:  

  drryxrPyximn )sincos()(),(                     (1) 

 

where, imnθ(x, y) is the back-projected density due to the 

projection Pθ(r). The δ () function is the Dirac delta function. 

Sum over all angles to obtain a summation image; imgb(x, y). 
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where img(x,y) is the actual image, and ** is a 2-D 

convolution. The actual image is blurred by 1/r. In frequency 

space, it means that the Fourier amplitudes have been 

multiplied by 1/ω. This blurring must be removed (filtered). 

To fix that, it is required to pre-weight the Fourier Transform 

(FT) of each 1-D projection with |ω| prior to the BP, known as 

FBP and is still the standard technique in commercial 

scanners. This method is efficient because it only involves a 1-

D FT which is used in practice. Alternatively, one may 

perform a space-domain convolution [17-18]. 

Due to its shape in the frequency domain, |ω| is what is 

called a ramp function. Such a filter in practice is impossible 

to build. It is infinite in length and it has the drawback of 

amplifying high frequency noise. A variety of different filters 

may be used instead. The basic and widely used filter is the 

Ram-Lak filter [19], but it still amplifies high frequency noise. 

Superior results are obtained by multiplying |ω| filter by a 

smoothing window that attenuates the higher frequencies 

which is mostly represents observation noise. The commonly 

used windows are presented in Fig. 3. 

 

 
Fig. 3. Different smoothing windows 

https://en.wikipedia.org/wiki/Joint_Photographic_Experts_Group
https://en.wikipedia.org/wiki/Joint_Photographic_Experts_Group
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The projection data is measured into the polar coordinates 

while it is back-projected into the Cartesian coordinates of the 

final image so interpolation algorithm is required [20]. 

Various methods of interpolation algorithm are specified 

(nearest neighbor, linear or cubic). The interpolation can be 

performed either on the filtered projection samples (ray-

driven) or on the reconstructed images (pixel-driven) [21]. At 

the first type, the filtered sample is traced along the x-ray path 

at a fixed increment. At each stop, the intensity of the sample 

is distributed to the neighboring pixels. Alternatively, we can 

start at an image pixel location and calculate the intensity 

contribution from the projection samples that intersect the ray 

pass through the center of this pixel. The pixel-driven takes 

place in the projection space (1-D) which makes it preferred 

over a ray-driven occurred in the image space (2-D) to save 

the intensive computation. 

III. DEVELOPMENT OF THE CT IMAGE RECONSTRUCTION 

SIMULATOR 

The presented CT software simulator (CTSIM) in this paper 

is developed to simulate the CT image reconstruction process 

and to provide the reference for the validation of each stage in 

the hardware implementation [22]. The main components of 

the CTSIM are the object, the projections and the image 

reconstruction process [23]. Fig. 4 shows the block diagram of 

the CTSIM. The projections are generated from radon 

transform of Matlab Shepp-Logan phantom [24], test image, 

or text file including the projections (Sinogram). The object 

attenuation coefficients are represented by gray level 

intensities of the image. The first step of the image 

reconstruction algorithm is the filtration, done in either time or 

frequency domain as shown in Fig. 5, based on window 

selection and frequency band scaling. After that, the BP 

process is performed. 

 

 
Fig. 4. General block diagram of the CTSIM. 

 

In the BP process, the output image size is estimated from the 

projection length. The projection length is equal to the image 

diagonal. An empty image with this size is formed. This image 

is a 2-D matrix T that includes indices. Smearing the 

projection through this matrix is done by replacing each index 

by the gray level of the projection element with the same 

index, as shown in Fig.6. The BP is done with the selected 

interpolation algorithm. 

 
Fig. 5. The block diagram of the filtration process. 

 

Matrix T rotates according to its corresponding angle through 

the equation: 

)sin()cos(),(  YXyxT                                           (4) 

 

This matrix is divided into an integer part (aθ) and a fraction 

part (Tθ - aθ). The integer part is used for addressing, while the 

fraction part is used as the interpolation factor of the BP 

process. After the BP process of each projection is finished, 

the corresponding image is: 

)(*))),(),((1(),(  aPyxayxTyximn 

)1(*)),(),((   aPyxayxT         (5) 

 

Each new image is added to the previous one to produce the 

final reconstructed image: 
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Fig. 6. Back-projection process at angle 45o. 

During image reconstruction process, the program records 

the behavior of each projection separately through each stage 

to enable the tracing and analysis of the reconstruction process 

through different reconstruction stages. The impact of 

different windows on the reconstructed image is studied. For 

example, an oval phantom is reconstructed with a rectangular 

and a sinc function as shown in Fig. 7(a). The reconstructed 

images and the difference between them are shown in  

Fig. 7(b). Sinc function shows a significant noise reduction 
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plus a slight reduction in spatial resolution [21]. The CTSIM 

monitors the filtration and reconstruction time. 

 

 
(a)  (b) 

Fig. 7. (a) Different windows. (b) Upper image from Sinc window and the 

lower image from rectangular window. 

 

 Some techniques are used to evaluate the accuracy of the 

image reconstruction process using the CTSIM. The error is 

measured using the normalized mean absolute distance 

measure (ABS) and the worst case distance (WORST). The 

quality of reconstructed image can be evaluated using the peak 

signal to noise ratio (PSNR), mean structural similarity index 

(MSSIM) [25]. The PSNR and MSSIM tests use the Matlab 

Shepp-Logan phantom as a reference image. The projections 

are generated from this reference image and these projections 

are used to get the reconstructed image. They are calculated 

according to the following equations. 

i- ABS: The normalized mean absolute error measurement. 
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where, p denotes the reference image and r denotes the 

reconstructed image. Each of the images has a size of m × n. 

ii- WORST: The worst case error over a 2 × 2 pixel area. 
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 In equation 8, the term [n/2] and term [m/2] denote the 

largest integers less than n/2 and m/2, respectively. 

iii- PSNR: the peak signal to noise ratio in decibels 

between two images. First calculates the mean-squared error: 

NM
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                              (11) 

 

M and N are the number of rows and columns of input image, 

respectively, then computes the PSNR: 

)(log10
2

10
MSE

F
PSNR                                             (12) 

 

where, F is the maximum fluctuation in the input image (255 

for 8-bit). 

iv- MSSIM: The mean structural similarity index between 

two images. If one of the images being regarded as perfect 

quality (phantom or test image), then MSSIM can be 

considered as the quality measure of the other image 

(reconstructed) [25]. When the projection source selection is a 

phantom or test image, we have a reference image that 

provides us the opportunity to test the output image compared 

to the input one. 

In addition, the CTSIM helps to trade-off the interpolation 

algorithm which affects the smoothness at the cost of image 

reconstruction time as shown in Fig. 8. Nearest neighbor 

interpolation is the fastest method. However, it provides the 

worst smoothness. Linear interpolation slightly requires more 

execution time but its results are continuous and smooth. 

Cubic results are close to those of linear interpolation but, it 

requires extremely more execution time. Image quality is 

shown in Fig. 9. 

Finally, another analysis is available; sinogram analysis. If a 

certain detector doesn’t work probably, zero corresponding 

projection element value or a problem occurs at a certain 

angle. It is no projection element values at this angle during 

projections acquisition process. This will be detected by 

scanning all sinogram elements. This analysis guarantees 

complete data acquisition process. 

 

 
Fig. 8. a) Nearest neighbor, b) linear and c) cubic interpolation algorithm. 

 

  
(a) (b) 

Fig. 9. (a) Worst case and absolute error. (b) PSNR and MSSI. 
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IV. DEVELOPMENT OF NON-PARALLEL HARDWARE 

IMPLEMENTATION OF FBP 

The main goal of this section is to reconstruct 512-by-512-

pixel   image   from   sinogram of 1024   projections (each 

projection has 1024 samples). The presented non-parallel 

hardware implementation is enhanced by applying the data in 

fixed point format. The block and the schematic diagram of 

the proposed FPGA implementation are shown in Fig. 10 and 

Fig. 11, respectively. It consists of the FBP main block, the 

projection buffering memory and the image summation 

memory. These two memories are off-chip to provide 

adequate space for the implemented FBP algorithm.  

 

 
Fig. 10. The main block diagram of the presented implemented algorithm. 

The main block has two controllers; the first one controls 

the projection acquisition process while the other controls the 

output image summation. FBP main block consists of three 

blocks; filtration, back-projection and ping-pong dual-port 

memory. After a projection is acquired and filtered, it is back-

projected.  

 
Fig. 11. Schematic diagram of the top level implemented algorithm. 

A. Projection acquisition 

The projection is acquired through projection memory 

controller, shown in Fig. 10 and Fig. 11, from the projection 

buffering memory. The controller organizes handshaking 

between the projection buffering memory and the FBP 

module, through two control signals (start_filt, d_wind). The 

first control signal tells the filtration module that there is a 

projection ready to be filtered. The filtration module in turn 

responds with control signal d_wind which enables projection 

acquisition process from the memory, shown in Fig. 12. Using 

the CTSIM, presented in section III, it is found that the 

suitable format to represent the projection (sinogram data) is 

(1, 8, 7) for sign, integer, and fraction, respectively. The 

sinogram has 1024 projections (each projection has 1024 

samples). The required memory capacity is 1 Mega words. 

The word of the projection sample is 16 bits.  

 
Fig. 12. Control signals and projection extraction. 

B. Filtered back projection (FBP) 

The FBP subsystem receives the acquired projection, 

P(15:0), from the external projection buffering memory and 

produces a corresponding image, imn(15:0). It is divided into 

three parts, shown in Fig. 13 and explained as follows. 

1.  Filtration: The filtration is implemented in the frequency 

domain with direct mapping from the software of the 

simulation (Fast Fourier Transform (FFT), filter coefficient 

multiplication, and then Inverse Fast Fourier Transform 

(IFFT)). Fig. 14 shows the timing diagram of the filtration 

process. Most signals in Fig. 14 are internal signals of the 

filtration core in the schematic diagram of Fig. 13. The FFT is 

implemented with FFT intellectual property (IP) core [26] that 

is used in the pipelining architecture to provide faster 

transform but with maximum hardware utilization. After the 

assertion of the control signal start_filt, the FFT core starts 

and produces required indices, xn_index, corresponding to the 

order of the input samples which are used to address the 

projection buffering memory. 

  

 
Fig. 13. Schematic diagram of the FBP. 

The projection samples are applied to the real input of the 

core (xn_re), while the imaginary input (xn_im) is grounded. 

The core produces FFT real and imaginary outputs xk_re and 
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Fig. 14. Timing diagram of the filtration process. 

 

xk_im with its corresponding indices, xk_index. These indices 

address the ROM containing the filter coefficients to 

synchronize the output samples with its corresponding 

coefficients. The filter coefficients are exported from the 

CTSIM, presented in section III, to a COE file and loaded to 

the ROM during the FPGA chip download. The FFT real and 

imaginary outputs are then multiplied by the filter coefficients. 

The input sample (1, 8, 7) format is expanded through the FFT 

core to be (1, 19, 7) output sample. The coefficients format is 

(0, 0, 9) and therefore the multiplication output is (1, 19, 16). 

This output could be rounded from 36 bit to 16 bit with format 

(1, 8, 7). The multiplier is implemented with three stages of 

pipelining that minimizes the hardware utilization and, in the 

same time, provides the IFFT core the desired three clock 

cycles latency [26]. 

The multiplier outputs are applied to the IFFT, implemented 

with pipelining architecture. The output of the IFFT has (1, 19, 

7) format which in turn rounded to 16 bit with (1, 14, 1) 

format. The output of the IFFT has to be divided by the 

number of samples (N = 1024) that is done by shifting the data 

10 bits to the right. So the filtered projection has (1, 4, 11) 

format. All the rounding schemes depend on the analysis done 

by the CTSIM for the maximum and minimum possible values 

in each stage. The IFFT produces three outputs; the filtered 

projection, Pf(15:0), output indices, Pf_ind(9:0), to address the 

memory to which Pf be written and control signal dv which 

tells the memory that the Pf data is valid. 

Using 50 MHz clock cycles, the latency of the FFT core for 

1024 input samples is 63.66 μs (3183 clock cycles), so the 

total filtration time equals to FFT latency plus multiplication 

time, and IFFT latency. But the multiplication is executed 

simultaneously with the FFT outputs with three clock cycles 

latency (3x20ns = 0.06 μs). Therefore, the filtration process 

takes 127.38 μs (63.66 μs + 0.06 μs + 63.66 μs ), based on 

6369 clock cycles. 

2. Ping-Pong Dual-Port Memory (PPDM): The PPDM is the 

interface memory, illustrated in Fig. 13, between the filtration 

module and the back-projection module. This memory 

includes two internal RAMs; M1 and M2. It is designed to let 

the current filtered projection Pfi be written to M1 while the 

previous projection Pfi-1 is back-projected from M2. Therefore, 

the filtration does not need to wait until the BP finishes, which 

enhances the speed of the design implementation. After that 

projection Pfi is read from M1 while projection Pfi+1 is written 

to M2. Therefore, the memory PPDM is called ping-pong 

memory. When one of the internal RAM is in the read mode, 

the other will be in the write mode. In the write mode, the 

RAM is write-enabled and addressed with Pf_ind(9:0). In the 

read mode and from equation (5), the BP reads two successive 

samples simultaneously, so the RAM needs two data outputs 

read from two addresses. The PPDM enables the BP to 

simultaneously read two successive samples. The address 

inputs of the PPDM, rd_add0(9:0) and rd_add1(9:0), are fed 

from the address outputs add_0(9:0) and add_1(9:0) of the BP 

module, respectively. The data outputs from the PPDM, 

rd_d0(15:0), and rd_d1(15:0), simultaneously feed the BP 

module.  
 

3. Back-projection: Direct implementation of equation (5) 

consumes two multipliers. This equation can be modified to: 

))()1()(()(  aPaPaTaPimn              (13) 

 

This modification reduces the resources to one multiplier 

only. The hardware implementation of this process is done 

using three blocks as shown in Fig. 15. The first block (T_gen) 

that generates matrix Tθ with its integer part tint(10:0) and 

fraction part tfr(13:0), the second block (Proj_address) uses 

the integer part for addressing of the PPDM containing Pfilt, 

and the third block (BP_interp) uses the fraction part as the BP 

interpolation factor (Tθ- aθ). 

 
Fig. 15. Schematic diagram of the back-projection. 

Matrix generator (T_gen shown in Fig. 15) generates matrix 

Tθ by direct hardware realization of equation (4). Two 

counters (X and Y) generate the Cartesian coordinates starting 

from the top left pixel of the image in a zigzag direction. 
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Counter X starts from -256 to 255, while counter Y starts from 

255 to -256. Counter Y is enabled when counter X ends to 

255, to go to the next row and counter X starts from -256 

again. Counter X and counter Y format is 9 integer bits. The 

cosine and sine values of the projection angles are stored in 

two ROMs in a (1, 1, 14) format. The outputs of two counters 

(X and Y) and two ROMs (COS & SIN) are asserted at the 

rising edge, while the multiplication is done at the falling edge 

to emphasize enough setup and hold time for the multiplier. 

The resultant Tθ is 25 bits; with fixed point format (1, 10, 14). 

From equation (13), Tθ will be used as two separate parts; the 

integer part (tint) and the fraction part (tfr). An 18-bit counter 

is enabled for each Tθ to generate the address (add(17:0)) 

corresponding to each pixel from 0 to 512
2
. 0 is the address of 

the pixel that has coordinates (-256, 255) which is the first 

pixel in the zigzag, while address 512
2
 corresponds to last 

pixel with coordinates (255, -256). 

The block Proj_address, shown in Fig. 15, uses the integer 

part aθ to address its corresponding projection samples in the 

PPDM. The integer part of matrix Tθ (tint) is supposed to be a 

matrix of positive values resembling addresses but actually it 

has negative values, so the center of tint has to be shifted by 

adding a positive value to all of tint elements. This value 

equals to the minimum possible negative value plus one (not 

to have zeros), which is the left bottom corner of T45 = -256 x 

cos(45
o
) – 256 x sin(45

o
) ≈ -363. The added value is 363 + 1 = 

364, i.e. aθ = tint + 364. The addressing part of the BP, 

Proj_address, generates two successive addresses (aθ, aθ + 1) 

to the PPDM to read two successive samples (proj(aθ), 

proj(aθ+1)). These samples have to be interpolated, discussed 

in section III. 

The BP with linear interpolation (BP_interp) is 

implemented using equation (13). Two inputs projection 

samples, read from the PPDM, have (1, 4, 11) format. These 

two samples are subtracted, and the output of the subtractor 

has the same format. The interpolation factor (tfr) format is (0, 

0, 14). This factor is multiplied by the output of the subtractor. 

The multiplication output format is (1, 4, 25), rounded to have 

the same format of the projection sample proj(aθ); (1, 4, 11). 

Then, this output is added to the projection sample. Each 

output of the adder represents an image pixel with (1, 4, 11) 

format that forms the desired back-projected image, imn. 

Image imn is generated pixel by pixel with its corresponding 

address. To form an image with 512-by-512 pixel, it takes 

512
2
 clock cycles. That image takes 5.243 ms using 50 MHz 

clock cycles. 

C. Image Memory Accumulator 

The new back-projected image is added to the previous ones 

through image accumulator memory. The accumulator 

consists of two RAMs. The first image is written to a RAM 

(odd RAM). Then the second image is added to the image 

stored in the odd RAM and the result is written to the other 

RAM (even RAM). The third image is added to the image 

stored in the even RAM and the result is written to the odd 

RAM and so on. In general, the new image is added to the sum 

of the previous images stored in a RAM, and the result is 

written to the other RAM under the control of the image 

memory controller, img_mem_cont, shown in Fig. 11. 

Therefore, when a RAM is in read mode, the other is in write 

mode as shown in Fig. 16. 

 
Fig. 16. Timing diagram of first Image accumulation process. 

When a new odd image, imn, is generated from the BP, the 

signal, odd_even, sets to low, and the data is read from the 

even RAM (dout_even) which is the sum of the previous 

images. The odd imn is added to this sum and the new sum is 

written to the input of odd RAM (din_odd). Next, when an 

even image is generated, the control selections, odd_even and 

even_ odd, are inverted and so on. To avoid the overflow due 

to the sum accumulation, the least significant four bits of pixel 

value of the image imn are neglected. So the accumulated 

image format is (1, 8, 7). The effect of neglecting these bits 

will be studied in the next subsection by comparing the output 

image from the hardware (with four bits reduction) to the 

corresponding image from the CTSIM (without four bits 

reduction). The accumulation is simultaneously done with the 

BP process.  

D. Results 

After the accumulation of all images, the last accumulated 

image is exported quantized to its 16-bit fixed point format (1, 

8, 7). The data are arranged as 1-D from address 0 to 512
2
, so 

it is rearranged from 1-D series of data into a 2-D pixel by 

pixel matrix using the zigzag scheme. The output image is 

shown in Fig. 17. 

   
Fig. 17. Output image from (a) Software based on the CTSIM (b) Hardware 

implementation (16-bit).  

Finally, the image generated by hardware implementation is 

compared to the image generated by the CTSIM. This 

comparison is evaluated based on the accuracy of the image 

quality. The image quality is tested in two ways. The first way 

is the subjective test that visually compares between the 

reconstructed images, based on the CTSIM and the hardware 

implementation, shown in Fig. 17. The second way is the 

objective test that contains the PSNR, the MSSIM 

a b 
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(Percentage), the ABS and the WORST, shown in Fig. 18. As 

mentioned before, Matlab Shepp-Logan phantom is used as a 

reference image. For more information of the test image used, 

how it was obtained and its projection data was obtained, refer 

to [22].  

It is obvious that the subjective test and the objective test are 

almost the same that indicates that the design is functionally 

successful.  

The BP process takes 512
2
 clock cycles. So, there is enough 

time to acquire and filter the next projection. The acquisition 

   
                                (a)                                                        (b) 

Fig. 18. Software based CTSIM vs. hardware implementation (16-bit):      (a) 

Image quality b) Errors measurement. 

 

and filtration of the next projection is synchronized to let the 

BP of this projection start just after the BP of the current one 

is completed. That saves time and let the overall time limited 

to the BP time of all projections plus the filtration time of the 

first projection only. The summation of the back-projected 

images is executed with the BP pixel by pixel. The exemplar 

timing diagram of the 1
st
, 2

nd
, intermediate and last projection 

processing is shown in Fig. 19. The time required to produce 

the final image, img, is the required time to perform the BP 

process multiplied by the number of projections (5.243 ms x 

1024) plus the first projection filtration time (127.38 μs). The 

total reconstruction time of the non-parallel hardware 

implementation is 5.37s. 

 
Fig. 19. Timing diagram of the implemented algorithm. 

Now, the non-parallel hardware design presented in this 

section is ready to the timing simulation. The presented design 

is synthesized, mapped, placed and routed on the targeted chip 

Spartan 3A-DSP 3400. Device utilization is shown in Table I. 

E. Optimization 

In this section, the optimum hardware utilization will be 

considered without affecting the reconstruction time and the 

image quality. It is done based on hardware reduction of the 

FFT IP core, the reduction of the data-bus width, and the 

efficient utilization of the chip supplied benchmarks, DSP and 

RAM Blocks. The time reduction through the parallelism of 

the image reconstruction process will be presented in the next 

section. 

 
TABLE I 

DEVICE UTILIZATION SUMMARY ON XC3SD3400A 

Logic Utilization Used Available Utilization 

Number of Slice Flip Flops 25,448 47,744 53% 

Number of 4 input LUTs 38,857 47,744 81% 

Number of occupied Slices 22,890 23,872 95% 

Total Number of 4 input 

LUTs 
39,956 47,744 83% 

Number of bonded IOBs 144 469 30% 

Number of RAMB16BWERs 11 126 8% 

Number of DSP48As 0 126 0% 

1. FFT IP Core Implementation Architecture: However, the 

filtration, the BP, and the image accumulation are done 

simultaneously, it is noticed that the filtration time is much 

smaller than the time required for the BP or the image 

accumulation. Therefore, the filtration can be performed 

slower to get the benefit of the hardware reduction without 

affecting the overall speed or image quality. Radix-2 lite FFT 

core is implemented with much smaller resources at the 

expense of additional latency [26]. This latency will not affect 

the BP time. The FFT latency is 246.44 μs (12320 clock 

cycles), so the filtration time (FFT latency + Multiplication 

time + IFFT latency) will be 246.4 + .06 + 246.4 = 492.86 μs 

(24643 clock cycles). The BP time is 5.243 ms, so the overall 

speed is not affected while we gain a considerable reduction in 

the utilized resources of the target chip. The device utilization 

is shown in Table II. 

 
TABLE II 

DEVICE UTILIZATION SUMMARY WITH FFT LITE ARCHITECTURE. 

Logic Utilization Used Available Utilization 

Number of Slice Flip Flops 4,699 47,744 9% 

Number of 4 input LUTs 11,653 47,744 24% 

Number of occupied Slices 7,215 23,872 30% 

Total Number of 4 input 

LUTs 
11,820 47,744 24% 

Number of bonded IOBs 144 469 30% 

Number of RAMB16BWERs 11 126 8% 

Number of DSP48As 0 126 0% 

 

2. Data-Bus Width: Another issue that reduces the utilized 

hardware area but may affect the image quality is the width of 

the data bus. This width is reduced from 16 bits to 9 bits. 

Therefore, the effect of the bus-width reduction on the image 

quality needs to be studied. This effect is tested by comparing 

the reconstructed image before and after the bus-width 

reduction. The Subjective test is shown in Fig. 20, and the 

objective test is shown in Fig. 21. It is obvious that the image 

quality is greatly affected by the bus-width reduction from 16 

to 9 bits. This effect is in both the subjective and the objective 

test. 

To overcome this problem, we used the CTSIM to analyze 

the data values through all the reconstruction stages. It is 

found that the data is enlarged by the image accumulation 

process.A proposed solution is to use different data bus-width 

before and after the image accumulation. The 9-bit bus-width 

file:///D:/Private_Data/MyPaper/Paper_2017/UnderReview/CT_Electroics_paper/Work/dvd/16bit/512/FBP_512_quantize/top1_map.xrpt%3f&DataKey=IOBProperties
file:///D:/Private_Data/MyPaper/Paper_2017/UnderReview/CT_Electroics_paper/Work/work/16bit/512/FBP_16_lite/top1_map.xrpt%3f&DataKey=IOBProperties
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                                (a)                                                        (b) 

Fig. 20. Software based the CTSIM vs. Hardware implementation (9-bit):   

a) Original image b) Reconstructed. 

 

                                  
(a)                                                        (b) 

Fig. 21. Software based the CTSIM vs. Hardware implementation (9-bit):  

a) Image quality b) Error measurement. 

 

represents the data before the image accumulation while, after 

the accumulation, the bus-width is increased by 3 bits. This 

9/12 design is subjectively and objectively tested shown in 

Fig. 22 and Fig 23, respectively.  

 

    
(a) (b) 

Fig. 22. Software based the CTSIM vs. Hardware implementation (9/12 bit): 

a) Original image b) Reconstructed. 

 

  
(a) (b) 

Fig. 23. Software based the CTSIM vs. Hardware implementation  

(9/12 bit): a) Image quality b) Error measurement. 

 

This analysis illustrates that the image quality is not 

affected by this reduction. It is obvious that the reconstruction 

quality in the subjective test and the objective test are very 

close. At the same time, the utilized hardware area is 

significantly reduced. The device utilization summary is 

shown in Table III. 

TABLE III 

DEVICE UTILIZATION SUMMARY OF 9/12 BUS-WIDTH DESIGN. 

Logic Utilization Used Available Utilization 

Number of Slice Flip Flops 3,102 47,744 6% 

Number of 4 input LUTs 7,163 47,744 15% 

Number of occupied Slices 4,716 23,872 19% 

Total Number of 4 input 

LUTs 
7,401 47,744 15% 

Number of bonded IOBs 156 469 33% 

Number of RAMB16BWERs 11 126 8% 

Number of DSP48As 0 126 0% 

 

3. The Exploitation of supplied benchmarks: Another 

optimization issue is the optimum usage of the supplied 

benchmarks like DSP and RAM blocks. When implementing 

the FFT core, the complex multipliers and the butterfly 

arithmetic of the core can be implemented using DSP blocks 

[26] and the buffering memories can be implemented using the 

RAM blocks. Also, other multipliers and memories in the 

design can be implemented using these benchmarks that 

provides the advantage of saving more area, shown in  

Fig. 24, and maximize the utilization of the already supplied 

benchmarks without affecting the overall speed or image 

quality. The device utilization is shown in Table IV. 

 

 
Fig. 24. Different fields of optimization to reduce the hardware utilization. 

 

TABLE IV 

DEVICE UTILIZATION SUMMARY OF THE ALREADY SUPPLIED BENCHMARKS. 

Logic Utilization Used Available Utilization 

Number of Slice Flip Flops 1,910 47,744 4% 

Number of 4 input LUTs 1,738 47,744 3% 

Number of occupied Slices 1,814 23,872 7% 

Total Number of 4 input LUTs 1,914 47,744 4% 

Number of bonded IOBs 156 469 33% 

Number of DSP48As 17 126 13% 

Number of RAMB16BWERs 13 126 10% 

V.  PARALLEL HARDWARE IMPLEMENTATION OF FBP 

FPGA devices provide fine-grained parallelism. Therefore, 

the time reduction from parallel processing of the FBP 

algorithm can be achieved. Due to the small hardware 

utilization achieved, the FBP algorithm core can be redesigned 

to achieve the desired parallelism and fit to the same chip 

file:///D:/Private_Data/MyPaper/Paper_2017/UnderReview/CT_Electroics_paper/Work/work/9_12bit/512/FBP_lite_9_12/top1_map.xrpt%3f&DataKey=IOBProperties
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(Spartan 3A-DSP 3400). It can be implemented in two 

schemes of parallelism; pixel parallelism, and projection 

parallelism. 

In the pixel parallelism, the image is divided into multiple 

disjoint segments. Each segment will be reconstructed through 

BP block, image accumulation controller and image 

accumulation RAM. Each BP block will generate its own sub-

matrix of Tθ corresponding to its segment. These segments are 

arranged together to form the resultant image. Due to the small 

hardware overhead of the BP block, the total utilized area will 

not be greatly affected, while the BP time will be reduced by a 

factor equal to the number of the segments. The limitations of 

this parallelism are the increased number of input/output pins 

and the minimum time of BP which should be more than the 

filtration time based on the lite FFT architecture. 

In the projection parallelism, the BP images from different 

projections are independent so projections can be divided into 

multiple groups. Each group of projections is processed 

separately while all groups are simultaneously processed 

through multiple FBP blocks. The reconstructed images from 

these blocks are added together to form the final reconstructed 

image. The total reconstruction time will be reduced by a 

factor equal to the number of groups. This parallelism is 

limited by the size of the chip as the design is almost repeated 

with each projection group, while the problems of limited 

input/output pins and minimum BP time do not exist. 

From the above discussion, it is noticed that the pixel 

parallelism is more efficient in the hardware utilization than 

the projection parallelism as long as the design is away from 

its limitations. Therefore, the pixel parallelism is first designed 

to get the maximum available parallelism. After that the 

projection parallelism is designed. In this approach, the 

limitations of two schemes are avoided and their advantages 

are exploited. The 512-by-512 image is divided into eight 

disjoint segments with size of 256-by-128 pixels. The first and 

last value of the eight X and Y counters generating matrix Tθ 

can be easily achieved. In Fig. 25, eight BP blocks, image sum 

controllers and image sum memory are used in parallel to 

produce eight reconstructed image segments. These segments 

are arranged to form the final reconstructed image. The device 

utilization summary of this parallelism is shown in Table V.  

TABLE V 

DEVICE UTILIZATION OF 8 SEGMENTS OF PIXEL PARALLELISM ON 

XC3SD3400A. 

Logic Utilization Used Available Utilization 

Total Number Slice Registers 2,351 47,744 4% 

Number of 4 input LUTs 2,571 47,744 5% 

Number of occupied Slices 2,398 23,872 10% 

Total Number of 4 input 

LUTs 
2,871 47,744 6% 

Number of bonded IOBs 447 469 95% 

Number of BUFGMUXs 3 24 12% 

Number of DSP48As 40 126 31% 

Number of RAMB16BWERs 27 126 21% 

 

Although there is enough area to implement more than eight 

segments, the limited number of input/output pins of the chip 

Spartan 3A-DSP 3400 and the projection filtration time 

(492.86 μs) limit the pixel parallelism to only eight BP blocks. 

This pixel parallelism reduces the BP time to be 655.36 μs 

(256 x 128 clock cycles) instead of 5.24 ms (512
2
 clock 

cycles). Finally, the BP time based on the pixel parallelism is 

reduced by the factor of 8. 

The parallelism will be continued by the projection 

parallelism. Input projections (1024 projections) are divided 

into five groups; each group contains 205 projections. Five 

groups are separately and simultaneously processed through 

five FBP blocks. Each FBP block is 8-segments of the pixel 

parallelism. The block diagram of this scheme is shown in  

Fig. 26. The total reconstruction time of the projection 

parallelism has the time of the BP (tBP) multiplied by the 

number of projections (Nproj) plus the time of the first 

projection filtration (tfilt). Therefore, the presented projection 

parallelism in this section reduces the total reconstruction time 

to be 205 tBP + tfilt instead of the 1024 tBP + tfilt. It is reduced by 

factor of 5 in the projection parallelism beside to the reduction 

of tBP by factor of 8 in the pixel parallelism. The total 

reconstruction time (tR) is calculated according to equation 

(14).  

     filt
projBP

R t
Nt

t  )
58

(                                          (14) 

By substitution in equation (14) with the values of tBP, Nproj, 

and tfilt, it implies the following calculations.  

 

      tR = ((5243 /8) x (1024/5)) + 492.94  

          = (655.36 * 205) + 492.94 = 134.8 ms.    

 

The tR is reduced by the factor of 40. Before the grouping of 

input projections, the 8-segment pixel parallelism is optimized 

to restrict the hardware utilization into less than 20% of the 

chip to permit the implementation of 5-group projection 

parallelism. The device utilization summary is shown in  

Table VI.  

TABLE VI 

DEVICE UTILIZATION OF 8-SEGMENT PIXEL PARALLELISM AND 5-GROUP 

PROJECTION PARALLELISM. 

Logic Utilization Used Available Utilization 

Total Number Slice Registers 11,801 47,744 24% 

Number of 4 input LUTs 16,791 47,744 35% 

Number of occupied Slices 13,217 23,872 55% 

Total Number of 4 input 

LUTs 
18,397 47,744 38% 

Number of bonded IOBs 469 469 100% 

Number of BUFGMUXs 3 24 12% 

Number of DSP48As 120 126 95% 

Number of RAMB16BWERs 126 126 100% 
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Fig. 25. Block diagram of the FBP using the pixel parallelism. 

 
Fig. 26. Block diagram of the combined parallelism. 

The authors in [11] implemented the parallel-beam FBP 

algorithm based on projection parallelism. They achieved 

image reconstruction of a 512-by-512 pixel image from 1024 

projections in 250 ms using expensive Virtex FPGA chip with 
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65MHz. The required number of clock cycles (NCLK) in the 

design presented in [11] is 16.25 x 10
6
 clock cycles (NCLK = 

tR/tCLK, where tCLK is the period of the chip clock). In this 

paper, the combination of the pixel parallelism and projection 

parallelism is utilized using low-cost Spartan 3A-DSP 3400 

chip with 50MHz clock cycles. It achieves image 

reconstruction of a 512-by-512 pixel image from 1024 

projections in 134.8 ms. The NCLK in the design presented in 

this paper is 6.47 x 10
6
 clock cycles. Therefore, it achieves the 

reduction of the required number of clock cycles to form an 

image from projections by 60 % comparing to the state of the 

art in [11]. The presented FPGA hardware implementation of 

the parallel-beam FBP algorithm, based on the pixel 

parallelism and projection parallelism, is achieved the 

superiority in terms of the speed and the hardware cost with 

respect to all previous published works.  

VI. CONCLUSION 

In this paper, the FPGA hardware implementation of the 

parallel-beam FBP algorithm, based on the pixel parallelism 

and projection parallelism, was presented. First, the non-

parallel hardware was implemented in three main blocks; 

filtration, BP and dual-port memory. The filtration block 

receives one by one of the 1024 projections and exports the 

filtered projection to the dual-port memory from which the BP 

block read it. The images are externally accumulated to 

reconstruct the final a 512-by-512 pixel image. The BP and 

the filtration processes are overlapped to shrink the total 

reconstruction time to almost the BP time of all projections 

only. 

In addition, the optimization between the speed and the 

hardware utilization without affecting the image quality was 

presented. The reduction of the hardware utilization of the 

implemented algorithm on the target chip can be achieved 

through the hardware reduction of the FFT IP core, the 

efficient utilization of the DSP and RAMs blocks of the target 

chip, and the reduction of the data-bus width. By suitable 

rounding at each stage, the bus-width is minimized from 16 to 

9/12 bit that significantly reduced the hardware utilization.  

The reduction of the reconstruction time can be achieved 

through the pixel and projection parallelism. Eight segments 

of the pixel parallelism are implemented that achieved 

reconstruction time reduction by factor of 8. Although there is 

enough area to implement more than eight segments, the 

limited number of input/output pins of the target chip and the 

projection filtration time limits the parallelism to only eight 

BP blocks. In addition, the parallelism is extended by extra 

five groups of the projection parallelism which in turn reduce 

the reconstruction time by factor of 5. The combination of the 

two schemes of parallelism reduces the reconstruction time by 

factor of 40. It achieves image reconstruction of a 512-by-512 

pixel image from 1024 projections in 134.8 ms using low-cost 

Spartan 3A-DSP 3400 chip with 50MHz clock cycles. The 

number of clock cycles in the presented design to form a 512- 

by-512 pixel image from 1024 projections is 6.47 x 10
6
 clock  

cycles. It reduces the number of clock cycles by 60 % 

comparing to the state of the art in [11]. 

Before hardware implementation, a software simulator 

CTSIM is built to analyze and get accurate validation of each 

reconstruction process, used as a reference to validate each 

stage in the hardware design. The image generated from 

hardware implementation is imported to the CTSIM for the 

comparison with the image generated from the software. This 

comparison is tested either in subjective manner or in 

objective manner. In addition, the CTSIM assists the hardware 

implementation to be optimized and minimized the hardware 

utilization.  

The presented design can be easily expanded to 

accommodate more projections with higher densities and to 

produce larger images. Due to re-configurability of the FPGA, 

the design can be easily edited to accommodate the fan-beam 

FBP. That can be done in two approaches; the first is to 

reformat the fan-beam projections into a set of parallel-beam 

projections. This reformation is done using an extra module 

called the rebinning module; the other approach is the use of 

the modified back-projection algorithm. Where some steps of 

the FBP is modified to reconstruct the image from the fan-

beam projections.  
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CFOA-Based Fractional Order PIλDδ Controller 
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Abstract— Conventional Current Feedback Operational 

Amplifier (CFOA) is not current controllable or not 
electronically controllable. It is thus of interest to add a current 
mirror into the CFOA in order to make it current controllable. 
This modification can be achieved by using Diamond Transistor 
(DT) instead of going through complicated IC fabrication 
process. This work applies the modified CFOA in fractional-
order proportional integral derivative (PIλDδ) controller. Both 
simulation and experimental results confirm that the modified 
CFOA is electronically controllable. 
 

Index Terms— CFOA, Fractional-order proportional integral 
derivative. 
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I. INTRODUCTION 
EVERAL active elements for analogue signal processing 
have recently been proposed. Some applications of these 

components have been given in the literature, for example, 
differentially buffered transconductance amplifiers (DBTAs) 
[1], current differencing transconductance amplifiers 
(CDTAs) [2], current follower transconductance amplifiers 
(CFTAs) [3], current conveyor transconductance amplifiers 
(CCTAs) [4-8], differential difference current conveyor 
(DDCC) [9-10] and others. Unfortunately, for the most part, 
development of the applications will be done via a simulation 
program with a transistor model of the active components of 
some bipolar or CMOS technology where practical usability is 
questionable. Attributable, experimental verification via their 
on-chip fabrication is expensive and time-consuming [11]. 

Among the mentioned active elements, the current feedback 
operational amplifier (CFOA) is an interesting active 
component, especially suitable for a class of analogue signal 
processing [12-14]. This device can operate in both current 
and voltage modes, provides flexibility and enables a variety 
of circuit designs. In addition, it can offer advantageous 

features, such as high slew rate, freedom from parasitic 
capacitances, wide bandwidth and simple implementation [15-
18]. 
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Nowadays, the CFOA can be found commercially, for 
example, the AD844 from Analog Devices Inc. [13]. 
However, the CFOA cannot be controlled by the electronic 
controllability of the hysteresis of the output signal. The 
electronic control method has become more popular more than 
those by passive elements (i.e., resistors and capacitors) due to 
how it can easily be adapted to automatic or microcontroller-
based controls. Diamond transistors (DT) are readily available 
commercially (commercially marked OPA 860) [19] and 
belong to the group of well-known commercial products 
commonly used for wide-bandwidth systems, including high 
performance video, RF and IF circuitry. It includes a 
wideband, bipolar operational transconductance amplifier 
(OTA) and voltage buffer amplifier. The transconductance of 
the OPA860 can be adjusted with an electronic control, 
allowing bandwidth, quiescent current, and gain trade-offs to 
be optimized. Used as a basic building block, the OPA860 
simplifies the design of AGC amplifiers, LED driver circuits 
for fibre optic transmission, integrators for fast pulses, and 
fast control loop amplifiers and control amplifiers for 
capacitive sensors and active filters. Concrete experiments 
have led to the observation that the OPA860 is a useful 
element for analogue signal processing in the frequency range 
of units and tens of wide bandwidth. 

Proportional integral derivative (PID) control has been 
adopted in many engineering applications [20-22]. Recently, 
several literature reviews have studied mechanical systems 
described by fractional-order state equations [23-25], i.e., 
equations involving so-called fractional derivatives and 
integrals [26-28]. A fractional-order PIλDδ controller, first 
proposed by Podlubny, is a generalization of a PID controller, 
involving an integrator of order and a differentiation of order 
[29]. Expanding derivatives and integrals to fractional orders 
can adjust a control system’s frequency response directly and 
continuously. This great flexibility makes it possible to design 
more robust control systems [30]. Several methods have been 
reported for fractional-order PIλDδ design. At the present time, 
there are numerous methods for the approximation of 
fractional derivatives and integrals, and fractional calculus can 
be easily used in a wide variety of applications (e.g. control 
theory, new fractional controllers, system models, electrical 
circuits theory, fractances, capacitor theory, etc.) [31-49]. 

Existing evidence has confirmed that the best fractional-

S



26 ELECTRONICS, VOL. 21, NO. 1, JUNE 2017  

order controller can outperform the best integer-order 
controller. It has also been answered in the literature why 
fractional-order control should be considered even when 
integer (high)-order control works comparatively well [50-
51]. Fractional-order PIλDδ controller tuning has reached a 
matured state of practical use. Because (integer-order) PID 
control dominates the industry, we believe that fractional-
order PIλDδ will gain increasing impact and wide acceptance. 
Furthermore, we also believe that, based on some real world 
examples, fractional-order control is ubiquitous when the 
dynamic system is of a distributed parameter nature [52]. 

In this paper, the conception of this active element for 
experimental purposes is built from commercially available 
devices. There is the diamond transistor and a wideband 
voltage buffer designed (OPA860) for positive and negative 
W terminals. Note that the manufactured CFOA [53] does not 
provide this feature. It is necessary to have two positive 
current outputs for the proposed fractional-order PIλDδ. The 
CFOA is applied for fractional-order PIλDδ design. To match 
the criteria of industrial applications, the best fractional-order 
controller can outperform the best integer-order controller. 
Similarly, a circuit exhibiting fractional-order behaviour is 
called a fractance. The design of fractances can be performed 
easily using any of the rational approximations or a truncated 
continued fraction expansion (CFE), which also gives a 
rational approximation. Generally speaking, there are three 
basic fractance devices. The most popular is a domino ladder 
circuit network. Very often used is a tree structure of electrical 
elements [54]. Therefore, fractional-order PIλDδ causes the 
result 0 < λ, δ ≤ 1, and the fractional order is approximated 
using a fractance circuit. 

II. CFOA ELEMENT BASED ON OPA860 
In Fig. 1, the schematic symbol of the CFOA, which was 

given in the paper [53], has been shown with an additional 
output terminal of W-, which is the negative of the W terminal. 
The proposed behavioural model of the CFOA is given in Fig. 
1, where Y and X are input terminals and Z, W, and W- are 
output terminals. Its definition is shown in the matrix as 
follows (1): 
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where gm represents the transconductance gain of the CFOA. 
For a CFOA implemented with OPA860, gm can be 
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Fig. 1. CFOA elements’ circuit symbol. (a) schematic symbol (b) equivalent 
circuit. 
 

From the advantage already mentioned in the introduction, 
CFOA can constructed from commercially available devices, 
as is shown in Fig. 2. It consists of the diamond transistors 
(OPA 860), where gm represents the amplifier gain of the 
CFOA for a negative W terminal (W-) implemented with 
diamond transistors. In this paper, the idea to develop the 
features of the CFOA increased by the using the Buffer of 
OAP860, which can be useful in the work for the propose FO-
PID voltage mode. 
 

 
 

Fig. 2. The CFOA using commercially available devices numbers OPA 860. 
 

The principle negative W terminal of CFOA. Fig. 3 through 
Fig. 8 show the main features obtained by simulations of the 
CFOA element shown in Fig. 2. The result presented in Fig. 3 
is that the voltage transfer between the Y and X ports of the 
proposed CFOA is approximately 185 MHz, and current 
transfers between the X and Z ports being approximately 81 
MHz is shown in Fig. 4. The simulations results lead to the 
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observation that the CFOA is a useful element for the 
frequency range of units and tens of megahertz (MHz). Later, 
Fig. 5 through Fig. 8 show the DC transfer characteristic 
between the Z and W+ ports. It also shows the DC transfer 
characteristic between the Z and W- ports. This 
transconductance gain can be controlled by the bias current IQ1 

and adjust the gain adjustable resistor (RL) from 100 Ω to 500 
Ω, and IQ2 = 11.2 mV. The results presented show high 
linearity input voltage (Z) from -4 to 4 volts. 
 

 
 

Fig. 3. Voltage transfer between the Y and X ports of CFOA. 
 

 
 

Fig. 4. Current transfers between the X and Z ports of CFOA. 
 

 
 

Fig. 5. DC transfer characteristic between the Z and W ports. 
 

 
 

Fig. 6. DC transfer characteristic of the Z port while adjusting the 
transconductance gain of IQ1. 

 
 
Fig. 7. DC transfer characteristic between the Z and W- ports while adjusting 
the transconductance gain of IQ2. 
 

 
 

Fig. 8. DC transfer characteristic between the Z and W- ports while adjusting 
the gain adjustable RL. 
 

Results suitable for applications in practice bases for 
proportional integral derivative (PID) were introduced in 
some recent works, replacing offers by simulation programs 
with transistor models of active components of some bipolar 
or CMOS technology. The above designs of topologies of 
CFOA for analogue signal processing useful wide band up the 
prototyping most applications of special active elements, 
which are not currently available on the chip. 

III. CFOA FRACTIONAL-ORDER PID 
The design realisation and performance of the fractional-

order PIλDδ controller have been presented. The fractional-
order PIλDδ is constructed using two circuits exhibiting 
fractional order behaviour, called a fractance [54] of orders λ 
and δ (0 < λ, δ ≤ 1). The most popular is a domino ladder 
circuit network [55-56]. However, from the results of study in 
earlier research, resisters and capacitors are untraceable on the 
market [57-62]. Therefore, this research will focus the design 
in accordance with market aplikasi that actually works. In this 
section, a comparison of integer-order PID and fractional-
order PIλDδ is made using PSPICE and by practical 
experimentation.  

A. Analogue Realization: Fractance Circuits (domino 
ladder circuit network) 
The design of fractances can be performed easily using the 

rational approximations, which also give a rational 
approximation. The relationship between the finite domino 
ladder network, shown in Fig. 9, and the continued fraction 
(4) provides an easy method for designing a circuit with a 
given impedance Z(s).  
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Fig. 9. Finite domino ladder network. 
 

Let us consider the circuit depicted in Fig. 9, where Z2k−1(s) 
and Y2k(s), k = 1, …, n, are given impedances of the circuit 
elements. The resulting impedance Z(s) of the entire circuit can 
be found easily if we consider it in the right-to-left direction 
[31,37]: 
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The rational approximation of the fractional 
integrator/differentiator can be formally expressed as: 
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where p and q are the orders of the rational approximation 
and P and Q are polynomials of degree p and q, 
respectively. 

The rational approximation of the fractional 
integrator/differentiator can be formally expressed as: 
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( ) ( ) ( ) ( ) ( )
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If we consider that Z2k−1  Rk−1 and Y2k  Ck−1 for k = 1, 

…, n in Fig. 9, then the values of the resistors and 
capacitors of the network are chosen as R1=51Ω, R2=535Ω, 
R3=5.6kΩ, R4=13kΩ, R5=820kΩ, C1=470pF, C2=820pF, 
C3=3.9nF and C4=820pF. 

≡ ≡

Therefore, the direct calculation of circuit elements was 
proposed. The impedance of the domino ladder circuit 
network (or transmission line) can written as: 

( ) ( )9 0.2

1
0.8 10SZ

s−
=

×
                                                               

(7) 
 
where 0.8×10-9 is independent of the angular frequency and α 
= 0.2. 
 To demonstrate the performance of the proposed domino 
ladder circuit network, the measured prototype used is shown 
in Fig. 10. 
 

 
 

Fig. 10. The measured prototype domino ladder circuit network. 
 

 
 

Fig. 11. Magnitude of the input impedance of the domino ladder circuit 
network compared to that of a conventional capacitor. 

 

 
 

Fig. 12. Phase experiment of the frequency variations of the domino ladder 
circuit network compared to simulation. 
 

From the simulation and experimental results in Fig. 11 and 
Fig. 12, the Magnitude and Phase of the domino ladder circuit 
network are compared to those of a conventional capacitor. 
The results confirm that the domino ladder circuit network 
characteristics presented work correctly from a theoretical 
perspective. 

 

B. Synthesis of proposed fractional-order PIλDδ employing 
CFOA 
A fractional-order PIλDδ controller is composed of 

proportional fractional-order integral and fractional-order 
derivative terms. The proposed fractional-order PIλDδ 
controller employs three CFOA, a grounded domino ladder 
circuit network (Z(S)) and resistors as shown in Fig. 13. The 
transfer function of fractional-order PIλDδ can be written as: 
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Here, the proportional constant, 
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The transfer function of the fractional-order PIλDδ controller is 
given by 

2
2 2 8 4 8 6 4 8 2
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where gm(odd number) is shown in (2) and gm(even number) is shown in 
(3), respectively. 
 

 
 

Fig. 13. Analogue fractional order PIλDδ controller. 

From (13), the controller’s parameters can be assigned to 
the required values by adjusting the corresponding resister. 
Additionally, it can be seen that the fractional-order PIλDδ 
parameters (Kp, Ki and Kd) can be independently electronically 
controlled by the current transfers IQ1-IQ6, respectively. 

IV. SIMULATION AND EXPERIMENTAL RESULTS 
In this section, a comparison of integer-order PID and 

fractional-order PIλDδ is made using the PSPICE simulation 
program and by practical experimentation. To prove the 
performances of the proposed controllers, the Diamond 
transistors (DT) employed in CFOA of the proposed circuit 
were simulated and experimented with by using the 
commercially available OPA 860. Fig. 2 depicts a schematic 
description of the internal construction of the CFOA. 

Fig. 13 depicts an analogue implementation of a fractional-
order PIλDδ controller. A fractional-order integrator is 
approximated by the domino ladder circuit network 
impedance Z1(S), and fractional-order differentiator is 
approximated by the impedance Z2(S), where orders of both 
approximations are α = 0.2. In this case, if we use identical 
resistors (R-series) and identical capacitors (C-shunt) in the 
domino ladder circuit network, then the behaviour of the 
circuit will be that of a fractional-order 
integrator/differentiator. Realization and measurements of 
such types of controllers were done in this paper. 

The transfer function of the fractional-order PIλDδ controller 
can be evaluated and rewritten as a fractional order: 
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Fig. 14. Fractional-order PIλDδ-controlled System. 
 

To validate the practical application of the proposed 
controller, a passive low-pass filter was used to realize a 
closed-loop control system, as depicted in Fig. 14. For the 
low-pass filter, the circuit shown in Fig. 15 with an addition 
output terminal is chosen. The transfer function of the 2nd-
order Sallen-Key Low-pass filter can be written as: 
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This Sallen-Key low-pass filter has the following transfer 
function with the values of R1=30 kΩ, R2=18 kΩ, C1=10 nF 
and C2=4.7 nF. Therefore, direct calculation of circuit 
elements was proposed. The Sallen-Key low-pass filter can 
written as: 

2

39401103.23 .
8888.89 39401103.23

out
LP

in

V
H

V s s
= =

+ +                           (17) 

 
From (15), the R and C values for the Sallen-Key low-pass 
filter can be calculate at a given cut-off frequency (fc), quality 
factor (Q) and Damping ratio (ζ) as follows: fc = 1 kHz, Q = 
0.7, and ζ = 0.7. 
 

 
 
Fig. 15. Sallen-Key Active Filter. 
 

A. Comparison in Simulation 
To demonstrate the performance of the proposed fractional-

order PIλDδ controller, the PSPICE simulation program was 
used for the examinations. The CFOAs of the proposed 
fractional-order PIλDδ controller were simulated by using the 
domino ladder circuit network from (7) to achieve the 
behaviour of the circuit as a fractional-order 
integrator/differentiator. For the proposed fractional-order 
PIλDδ controller, PSPICE simulations are performed with 
R1=R5=R6=R7=R8=100 Ω, R2=200 Ω, R3=200 kΩ, R4=100 
kΩ, Z1(S)=Z2(S)=1/[(0.8×10-9)s0.2], and IQ1= IQ1= IQ1= IQ1= IQ1= 
IQ1= IQ1=11.2 mA for the circuits depicted in Fig. 13. 
Therefore, the fractional-order PIλDδ controller has the 
parameters that are calculated as Kp=1.06×103, 
Ki=662.50×106, and Kd=42.24×10-3. These proposed circuits 
were biased with the symmetrical ±5 V supply voltages. 
 

 
 

Fig. 16. Step response for PID and open-loop systems. 
 

In Fig. 16, the fractional-order PIλDδ controller is compared 
with integer-order PID. From Fig. 16, we can see that the 
overshoot of the unit step response with an open loop using 
the designed fractional-order PIλDδ c ntroller is much shorter 
than that using the designed integer-order PID controller. 

A closed-loop control system depicted in Fig. 14 can be 
constructed with the fractional-order PIλDδ controller in Fig. 
13 and the Sallen-Key low-pass filter with the transfer 
function given in (16). The simulated response for this 
fractional-order PIλDδ controller with unit step is given in Fig. 
17. It is observed that the proposed fractional-order PIλDδ 
controller system enters steady-state and follows the unit step 
input with a steady-state error compared with integer-order 
PID. 
 

 
 

Fig. 17. Closed-loop response of the system. 
 

 
 

Fig. 18. Real-time closed-loop response of system. 
 

For controlled system performance comparison, we have 
summarized some performance characteristics in Table 1 for 
the controlled system with both controllers. In any controlled 
system, the final step in the design process is the real-time 
controlled experiment. As can be observed from Fig. 18, the 
performances of the controllers are confirmation of the 
simulation results based on the identified model. 

 
TABLE I 

SIMULATION RESULTS OF THE PSPICE-BASED CONTROL SALLEN-KEY ACTIVE 
LOW-PASS FILTER 

 

Parameters Fractional order PIλDδ 
controlled 

Integer order PID 
controlled 

Max. overshot 2.24% 2.36% 
Rise time 234.37 µs 324.72 µs 
Settling time 269.06 µs 445.43 µs 

Steady-state error 553.66 µs 654.49 µs 

 
From Fig. 16 to Fig. 18, we can see that the overshoot, rise 

time, settling time and steady-state error of the unit step 
response using the designed fractional-order PIλDδ controller 
is much shorter than that using the designed integer-order PID 
controller. Thus, following our proposed design algorithms, 
the fractional-order PIλDδ controller outperforms the integer-
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order PID for the fractional-order systems considered.  

B. Experimental Verification in real-time 
A closed-loop control system prototype is shown in Fig. 19. 

The passive and active elements are the same as appeared in 
the simulation program. The responses of fractional-order 
PIλDδ and integer-order PID controllers are compared via the 
experimental setup of the control system. Fig. 20 and Fig. 21 
show responses of fractional-order PIλDδ and integer-order 
PID controllers per unit step. Fig. 22 and Fig. 23 show the 
real-time closed-loop response of the system for both the 
controllers. 

 

 
 

Fig. 19. The measured fractional order PIλDδ prototype. 
 

TABLE II 
EXPERIMENTAL RESULTS OF THE CIRCUIT PROTOTYPE-BASED CONTROL 

SALLEN-KEY ACTIVE LOW-PASS FILTER 
 

Parameters Fractional order PIλDδ 
controlled 

Integer order PID 
controlled 

Max. overshot 8.11% 12.17% 
Rise time 172.50 µs 202.90 µs 
Settling time 490 µs 950 µs 

Steady-state error 750 µs 1.25 ms 

 
 

 
 

Fig. 20. Real-time closed-loop response of the Integer-order system. 
 

 
 

Fig. 21. Real-time closed-loop response of the Fractional-order system. 
 

 
 

Fig. 22. Real-time closed-loop response of the Integer-order system. 
 

 
 

Fig. 23. Real-time closed-loop response of the Fractional-order system. 
 

For control system performance enhancement comparison, 
we have summarized some performance characteristics in 
Table 2 for the feedback control system with both controllers. 
As seen, the experimental results confirm the theoretical 
results very well. 
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V. CONCLUSION 
The modified version of the building block, the so-called 

current feedback operational amplifier (CFOA), has been 
introduced in this paper. This modification can be achieved by 
using Diamond Transistor (DT) instead of going through 
complicated IC fabrication process.  Modification of the 
CFOA has been applied as a fractional-order proportional 
integral derivative (PIλDδ) controller. In this CFOA 
application, two fractional-order proportional integral 
controllers have been designed to improve the performance of 
fractional-order systems, which can model many real systems 
in control engineering. Comparisons have been made between 
the fractional-order proportional integral controllers and the 
traditional integer-order PID controller. From the simulation 
and experimental results, we can see that the overshoot, rise 
time, settling time and steady-state error of the unit step 
response using the designed fractional-order PIλDδ controller 
is much shorter than that using the designed integer-order PID 
controller.  
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 

Abstract— This paper presents a statistical analysis of multiple 

access interference (MAI) in Direct Sequence Code Division 

Multiple Access (DS-CDMA) communication systems based on 

different types of chaotic spreading sequences. The probability 

distribution of the interference in a system with K users causing 

the MAI is studied using MATLAB simulation. For chaotic 

spreading sequence generation six different 1-D chaotic maps are 

used: modified Bernoulli, modified Tent, Gauss, Sine-Circle, 

Cubic and Pinchers map. A brief statistical analysis of the cross-

correlation properties of the chaotic sequences generated by the 

aforementioned maps is also presented. 

 
Index Terms—1-D chaotic maps, chaotic spreading sequences, 

Direct Sequence Code Division Multiple Access (DS-CDMA) 

communication system, multiple-access interference (MAI). 
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I. INTRODUCTION 

HE possibilities of exploiting chaos phenomena for the 

communication area have been intensively studied for the 

last 30 years. One promising research direction is the use 

of chaotic spreading sequence for Direct Sequence Code 

Division Multiple Access (DS-CDMA) systems [1]-[3] and 

one of approaches for the performance evaluation of these DS-

CDMA multi-user systems is to apply the Gaussian 

approximation of the multiple-access interference (MAI) [2]-

[4]. 

This research is an extension of the work devoted to the 

study of MAI distribution in DS-CDMA systems based on 

relatively short not-return-to-zero (NRZ) chaotic spreading 

sequences generated by a logistic map [5]. Publication [5] 

shows that MAI cannot be considered as Gaussian random 
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variable if the chaotic spreading sequence generated by 

Logistic map is less than 60 chips. In turn, the proposed 

research presents the analysis of MAI distribution in DS-

CDMA systems based on chaotic spreading sequences 

generated by other 1-D maps: modified Bernoulli map, 

modified Tent map, Gauss map, Sine-Circle map, Cubic map, 

and Pinchers map.  

According to [6], it is possible to generate a higher number 

of relatively short chaotic sequences with a low cross-

correlation level compared with classical pseudo-noise (PN) 

sequences, which are widely used in DS-CDMA systems. This 

paper also analyzes periodic cross-correlation properties of 

chaotic spreading sequences generated by 1-D maps and 

classical pseudo-noise sequences. 

Moreover, chaotic spreading sequences could be used to 

increase the resistance to fading in wireless sensor networks 

[7], to increase the security level of these networks [8], and for 

synchronization challenge [9]. Therefore, it is important to 

choose the correct method for the performance evaluation of 

chaotic spreading sequence based DS-CDMA multi-user 

system and this research verifies the correctness of Gaussian 

approximation for MAI simulation in the proposed systems. 

The paper is organized in the following manner: the next 

section presents algorithms for generation of binary chaotic 

spreading sequences, whose periodic cross-correlation 

properties are analyzed in the third section; the fourth section 

describes the block diagram of the simulated DS-CDMA 

system and the results of simulation are shown in the fifth 

section; finally, an overview of the obtained results is 

presented in conclusions. 

II. GENERATION OF CHAOTIC SPREADING SEQUENCES  

In this section algorithms of binary chaotic sequence 

generation are presented. The first step for obtaining the binary 

chaotic spreading sequence c(n) is generation of a non-binary 

chaotic sequence x(n), and for this purpose six different 1-D 

chaotic maps have been chosen: Bernoulli (1), Tent (2),   

Gauss (3), Sine-Circle (4), Cubic (5), and Pinchers map (6). 

The parameters of these 1-D maps have been selected with the 

goal of obtaining a chaotic behavior for the sequences.  

Statistical Analysis of Multiple Access 

Interference in Chaotic Spreading Sequence 

Based DS-CDMA Systems  
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Bernoulli map (  = 1.999 and x ∈ (0, 1)): 

)1),(mod()1( npxnx  . (1) 

Tent map ( μ = 1.999 and x ∈ (0, 1)): 
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Gauss map (α = 9.75, β = -0.53, and x ∈ (-0.5, 0.5)): 

   2)()1( nxenx . (3) 

Sine-Circle map (H = 12, Ω = 0.2, and x ∈ (0, 6.5)): 
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Cubic map (B = 3 and x ∈ (-1.1547, 1.1547)): 

))(1)(()1( 2nxnBxnx  . (5) 

Pinchers map (s = 2, C=0.5, and x ∈ (0, 0.76)): 

))((tanh)1( Cnxsnx  .  (6) 

The generated non-binary chaotic sequence x(n) is 

converted into the binary NRZ chaotic sequence c(n) using the 

comparison rule (7), where a defined threshold Th is equal to 

the mean value of x definition interval. The value of the 

threshold Th for each observed map is presented in Table I. 

Thnx
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According to [4], by dividing the state space of 1-D maps 

into two parts and using different initial conditions, completely 

different binary sequences are generated. 

III. CROSS-CORRELATION PROPERTIES OF BINARY CHAOTIC 

SEQUENCES  

In this section the distribution of maximum absolute values 

of periodic cross-correlation among binary chaotic sequences 

is studied. 

To analyze cross-correlation properties, 100 binary chaotic 

sequences with the same length for four different length cases 

(N = 15, 31, 63, 127) and for the six previously discussed 

maps (1) – (6) have been generated. The distribution of the 

maximum absolute values of the periodic cross-correlation |R 

lk| is analysed for all possible pair combinations from 100 

sequences of the same map and same length. Table II presents 

statistical parameters – minimal, maximal, mean values and 

standard deviation of the maximum absolute values of the 

periodic cross-correlation for chaotic sequences. These 

statistical parameters of chaotic sequences are compared with 

the corresponding maximum values of the periodic cross-

correlation for pseudo-noise sequences. Obviously, it is 

possible to generate binary chaotic sequences with the same or 

better cross-correlation properties than in the case of classical 

pseudo-noise sequences for code lengths of 15–63 chips. In 

addition, the number of chaotic sequences with those lengths 

could be increased, what is impossible in the case with 

 
classical pseudo-noise sequences. 

IV. MODEL OF CHAOTIC SPREADING SEQUENCE BASED DS-

CDMA SYSTEM  

In this section simulation parameters for a model of DS-

CDMA communication system based on chaotic spreading 

sequences are discussed.  

For the evaluation of the probability distribution of the MAI 

in a DS-CDMA communication system based on chaotic 

spreading sequences, a model with K transmitters and one 

receiver is used and a block diagram of this mode is 

represented in Fig. 1. The information bit NRZ sequence b(t) 

is sent at the input of each transmitter. Then information bits 

are spread by chaotic NRZ sequence c(t), which is unique for 

TABLE II 

STATISTICAL PARAMETERS OF CROSS-CORRELATION  

N 15 31 63 127 

Bernoulli map 

Min 0.2 0.23 0.21 0.16 

Mean 0.52 0.41 0.32 0.25 

Max 1 0.74 0.59 0.45 

Standard 

deviation 

0.12 0.08 0.05 0.03 

Tent map 

Min 0.2 0.23 0.17 0.16 

Mean 0.53 0.41 0.32 0.25 

Max 1 0.87 0.62 0.39 

Standard 

deviation 

0.12 0.07 0.05 0.03 

Gauss map 

Min 0.2 0.16 0.17 0.16 

Mean 0.54 0.43 0.34 0.25 

Max 1 0.87 0.59 0.45 

Standard 

deviation 

0.12 0.08 0.06 0.04 

Sine-Circle map 

Min 0.07 0.23 0.2 0.16 

Mean 0.56 0.45 0.36 0.28 

Max 1 0.8 0.62 0.48 

Standard 

deviation 

0.14 0.09 0.06 0.04 

Cubic map 

Min 0.07 0.16 0.17 0.16 

Mean 0.54 0.44 0.35 0.27 

Max 1 0.87 0.62 0.54 

Standard 

deviation 

0.15 0.09 0.06 0.04 

Pinchers map 

Min 0.07 0.16 0.17 0.19 

Mean 0.67 0.55 0.45 0.35 

Max 1 0.94 0.8 0.46 

Standard 

deviation 

0.17 0.13 0.09 0.05 

Maximum values of |R lk | for PN sequences 

m-seq. 0.6 0.35 0.36 0.32 

Gold 0.6 0.29 0.27 0.13 

Kasami 0.33 0.215 0.14 0.09 

 

 

 

 

 

 

 

 

 

 

 

TABLE I 

SPECIFIED THRESHOLD TH VALUE FOR CHAOTIC MAPS 

Map type Bernoulli  Tent Gauss  Sine-

Circle 

Cubic Pinchers 

Th value 0.5 0.5 0.01 3.25 0 0.38 
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each transmitter.  After this,  the signal is transferred on carrier 

 
frequency Um cos(ω0t). Each transmitter signal has a 

corresponding time delay τ observed by the receiver. Since the 

subject of this research is the probability distribution of the 

multiple-access interference, the channel noise during 

simulation is neglected. 

The correlation receiver is matched to the (K+1)-th 

transmitter spreading sequence cK+1. The input signal of the 

receiver r(t) causes the multiple-access interference: 

.)cos()()()(
1

0



K

i

imii tUtctbtr   (8) 

The following parameters have been selected for simulation:  

 Information bits are the random binary NRZ sequence 

bi(t) of duration BiTb , where Tb is the duration of one 

bit and Bi is the number of transmitted bit, which is 

randomly selected from the set (0,300) with an equal 

probability. 

 Spreading sequence is binary NRZ chaotic sequence 

ci(t) generated on the basis of one of the 1-D maps    

(1) – (6) and comparison rule (7). The length of 

spreading sequence can have one of four different 

values: N = 15, 31, 63, 127. 

 Initial values for chaotic spreading sequence 

generation are randomly selected from x definition 

interval with equal probability and correspondingly to 

the map type. 

 Number of transmitters causing the multiple-access 

interference for the correlation receiver: K = 6, 18, 33, 

65, 129, 259. 

According to [5], at the time moments of jTb the following 

values will be obtained at the output of the correlation 

receiver:  

  












bjT

K

K

i

iiij dttctctbAU
0

1

1

)()cos()()(  , (9)  

where A is a coefficient which depends on the parameters of 

correlation receiver elements.  

 

 

V. THE RESULTS OF SIMULATION  

This section describes the results of the MAI distribution 

analysis realized via MATLAB simulation of a DS-CDMA 

communication system based on chaotic spreading sequences 

TABLE IV 

RESULTS OF TESTS OF NORMALITY FOR ASYNCHRONOUS TRANSMISSION 

CASE 

K Bernoulli 

map 

Tent 

map 

Gauss 

map 

Sine-

Circle 

map 

Cubi

c 

map 

Pincher

s 

map 

N 

6 1 1 1 1 1 1  

 

 

15 

18 0 0 1 0 0 1 

33 1 1 1 1 0 0 

65 0 0 0 0 0 0 

129 0 0 0 0 0 0 

259 0 0 1 0 0 0 

6 1 1 1 1 1 1  

 

 

31 

18 0 0 0 0 0 0 

33 1 0 0 0 0 0 

65 1 0 0 0 0 0 

129 0 0 0 0 0 0 

259 1 0 0 0 0 0 

6 1 1 1 1 1 1  

 

 

63 

18 0 0 0 0 0 0 

33 1 0 0 0 0 0 

65 0 0 0 0 0 0 

129 0 0 0 1 0 0 

259 0 0 0 1 0 0 

6 1 1 1 1 1 1  

 

 

127 

18 0 0 1 0 0 0 
33 0 0 0 0 0 0 
65 0 0 0 1 0 0 

129 0 1 0 0 0 0 
259 0 0 0 0 1 0 

 

 

 

 

 

 

 

 

 

 

 

TABLE III 

RESULTS OF TESTS OF NORMALITY FOR PERFECT SYNCHRONIZATION CASE 

K Bernoulli 

map 

Tent 

map 

Gauss 

map 

Sine-

Circle 

map 

Cubi

c 

map 

Pincher

s 

map 

N 

6 1 1 1 1  1 1  

 

 

15 

18 1 1 1 1 1 0 

33 1 1 1 0 1 1 

65 0 0 0 0 0 0 

129 0 0 0 1 0 0 

259 0 1 0 1 0 0 

6 1 1 1 1 1 1  

 

 

31 

18 1 0 1 0 1 1 

33 0 1 1 0 0 0 

65 0 1 0 0 0 0 

129 0 0 0 0 0 0 

259 0 0 0 0 0 0 

6 1 1 1 1 1 1  

 

 

63 

18 1 0 1 0 0 0 

33 0 1 0 1 1 1 

65 0 1 0 0 0 0 

129 1 0 1 0 0 0 

259 1 0 0 0 0 0 

6 1 1 1 1 1 1  

 

 

127 

18 1 0 0 0 1 0  

33 0 0 1 1 0 1 

65 0 0 0 0 0 1 

129 0 0 1 0 0 1 

259 0 0 0 0 0 0 
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Fig. 1.  Block diagram of DS-CDMA system [5]. 
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with K transmitters and a correlation receiver. The main 

purpose of the simulation is to test the hypothesis that the 

samples of the MAI calculated according to (9) come from a 

normally distributed population.  

Two types of DS-CDMA system model have been examined 

during simulation: synchronous and asynchronous. In the case 

of the synchronous model, all time delays τi are equal. In the 

case of the asynchronous system, the time delays observed by 

the receiver are different. 

Considering that the expected value and variance of the 

distribution are not previously specified, the Lilliefors test has 

been used for MAI distribution analysis. The null hypothesis 

of the test is as follows: MAI samples come from a normally 

distributed population. The results of the test for the 

synchronous system model are presented in Table III, and the 

results for the asynchronous system model are presented in 

Table IV. For the asynchronous system simulation the delay 

impact ωτi is randomly selected from the set (0, 2π). 

If the result is 0, it means that the hypothesis of normality 

cannot be excluded. If the result is 1, it means that the 

hypothesis of normality can be rejected with the significance 

level 0.05.  

Examples of histograms of the MAI and the expected 

normal distribution curves for 15-chips long chaotic spreading 

sequences generated by Cubic map and synchronous system 

case are presented in Fig. 2. The first upper histogram presents 

the MAI distribution for 6 users and the second upper 

histogram presents the MAI distribution for 33 users. As the 

Lilliefors test shows, the hypothesis of MAI normality for 

these cases can be rejected with the significance level 0.05. In 

turn, the lower histograms present the MAI distribution for 65 

and 259 users. In these cases, according to the Lilliefors test, 

the hypothesis of MAI normality cannot be rejected. The red 

curves show the normal distribution for simulated MAI mean 

and variance values. 

VI. CONCLUSION 

The proposed research presents the multi-access 

interference (MAI) distribution analysis realized by MATLAB 

simulation of a synchronous and an asynchronous DS-CDMA 

communication system with K transmitters and a correlation 

receiver for relatively short chaotic spreading sequences. The 

MAI analysis has indicated overall similar results for the same 

sequences length, the number of transmitters and CDMA 

system type for the all observed 1-D maps.  

Two main conclusions can be presented. For relatively short 

(6 - 127 chips long) binary chaotic spreading sequence, in 

more than half of the cases the MAI does not come from a 

normal distribution for the synchronous multi-user DS-CDMA 

communication system with the number of users less than 65. 

In the case of the asynchronous multi-user DS-CDMA 

communication system for all observed maps the MAI does 

not come from a normal distribution if the number of users is 

less than or equal to 6.  

The approach for DS-CDMA multi-user system 

performance evaluation based on a Gaussian approximation of 

the MAI cannot be applied in the most of the observed cases. 
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Fig. 2. Histograms of the MAI for a synchronous DS-CDMA system based 

on chaotic sequences with length 15 chips generated by Cubic map. The 

number of transmitters is respectively 6, 33, 65, 259 and the results of the 

test of normality for upper histograms are 1 (the number of transmitters 6, 

33), and for bottom histograms are 0 (the number of transmitters 65, 259). A 

normal distribution curve for the corresponding mean value and variance is 

shown by the red line.  
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1Abstract—In this paper, an efficient implementation of a 16 

bit array hierarchy multiplier using full swing Gate Diffusion 

Input (GDI) logic is discussed. Hierarchy multiplier is attractive 

because of its ability to carry the multiplication operation within 

one clock cycle. The existing hierarchical multipliers occupy 

more area and suffer from accumulation delay of base multiplier 

output bits. These issues can be addressed by incorporating carry 

select adder based addition and the multiplier implementation 

using full swing GDI logic. The basic computation blocks 

involved in the multiplier are AND gate and carry propagate 

adder. They are implemented with using full swing GDI logic. 

Due to their reduced transistor count and less power 

consumption, this multiplier implementation leads to significant 

improvement compared with the existing implementations. The 

designed and existing array multipliers are simulated at 45 nm 

technology model and their power consumption and delay are 

calculated from the simulation results. It is validated that the 

proposed hierarchy array multiplier based on full swing GDI 

logic has 27% less energy consumption than the existing design. 

The results confirmed that implemented multiplier has shown 

better performance and can be used for signal and image 

processing. 

 
Index Terms— Full swing GDI logic, array multiplier, full 

adder, delay, digital circuit, hierarchy multiplier, carry select 

adder; 
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I. INTRODUCTION 

hile the growth of electronics market has driven the 

Very Large Scale Integration (VLSI) industry towards 

very high integration density and system on chip, critical 

concerns have been arising to the severe increase in power 

consumption and area. High power consumption raises 

temperature profile of the chip and affects overall performance 

of the system. Moreover, the explosive growth in laptops and 

portable personal communication systems demand long 
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battery life at the modest performance. This necessitates an 

intensive research in low power and low area IC design [1]. 

A Multiplier is a part of the processor that is widely used in 

digital devices such as computers, laptops, mobile phones and 

so forth. The various applications such as digital signal 

processing, image and video processing rely mainly in their 

multiplier performance. Also, multiplier is one of the major 

sources of power consumption in digital signal processor and 

microprocessor, etc. Therefore, the multipliers with high 

speed, lesser power consumption and low area are in great 

demand [2]. 

Hierarchical multipliers are considered as viable means for 

achieving orders of magnitude speed up in computer intensive 

applications through the use of fine grained parallelism. They 

are used in various fields of numerical and scientific 

computations, image processing, communication, 

cryptographic computation and so on [3-4].  

In general, to design n bit hierarchical multiplier, four n/2 

base multipliers are necessary which generate 2n bit output, 

where n represents hierarchical multiplier input width. It is 

noted that all the base multipliers are allowed to perform the 

task in parallel. Due to that, the performance of the hierarchy 

multiplier is determined from the accumulation delay of its 

base multipliers output bits. But this is a time consuming task 

as it requires more number of additions and considered a 

bottleneck for the hierarchy multiplier performance. In this 

work, an approach to perform this accumulation process is 

done by Carry Select Adder (CslA) to improve the 

performance. The following are the contributions discussed in 

the paper: 

(i) For the simple hierarchy multiplier 

implementation, array multiplication scheme is 

chosen for base multiplier realization 

(ii) To reduce the accumulation delay of base 

multiplier output bits, carry select adder is 

introduced  

(iii) To realize the hierarchy multiplier with small 

area, it is implemented using full swing Gate 

Diffusion Input (GDI) logic  

The rest of the paper is organized as follows: An overview 

of the GDI logic is described in Section 2. In Section 3, the 

explanations of the parallel adders are given whereas in 

Section 4 the architecture of the proposed hierarchy multiplier 

An improved implementation of hierarchy array 

multiplier using CslA adder and full swing GDI 

logic 

Shoba Mohan and Nakkeeran Rangaswamy  

W 
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is described. The simulation results and discussion are given 

in Section 5 and finally, the Section 6 concludes the paper. 

II. GDI LOGIC  

The implementation of any digital circuits can be possible 

with Complementary Metal Oxide Semiconductor Logic 

(CMOS) [5]. It consists of both pull up (PMOS) and pull 

down (NMOS) transistor. Also, this logic needs an inverter to 

produce normal output from its complementary output. 

Though this logic has lesser power dissipation, it is suffer 

from more delay and area. To reduce the area i.e. (number of 

transistors required for the circuits implementation), Pass 

Transistor Logic (PTL) is invented [6]. But this logic has a 

drawback of threshold voltage problem which can be 

alleviated using a variant of pass transistor logic are 

complementary PTL called CPL, but the minimum 

requirement of generation of the complementary signal 

increases circuit overhead.  

An alternative to CMOS logic, GDI logic is introduced, 

which is a low power design technique and offers the 

implementation of the various logic functions with fewer 

numbers of transistors [7]. The basic GDI cell is shown in Fig. 

1. It looks like an inverter but it is not so. The source/drain 

both PMOS and NMOS transistor are tied at the diffusion 

input of P and N, respectively whereas in CMOS inverter, it is 

always tied at the VDD and VSS, respectively. The various logic 

functions realized using basic GDI cell is given in Table 1. 

 
Fig. 1. Basic GDI cell [7] 

 

Table 1. Various logic functions using GDI cell 

 

 

 

 

 

 

 

 

 

 

 

 

From the operational characteristics of GDI gates, it is 

concluded that they produce reduced output voltage for certain 

input combinations. This feature is beneficial for low power 

circuits. On the other hand, this may reduce noise margin and 

possible to increase the delay. Moreover, at low VDD 

operation, the degraded output even may cause circuit 

malfunction. A simple technique for restoring output voltage 

level is the use of buffers. However, using buffers will cause 

propagation delay to increase proportionally to the number of 

cascaded stages [8]. Alternative to this, Ultra Low Power 

Diode (ULPD) is used, in which MOS transistor placed at the 

output terminal and can be realized as a diode [9]. An 

alternative to these techniques, full swing output voltage level 

can be retrieved by inserting proper transistor i.e. either 

NMOS/ PMOS depends on the voltage degradation. A set of 

full swing GDI gates and their operational characteristics are 

explained in [10]. As an example, the operation of XOR gate 

is explained. 

 
Fig. 2. Full swing GDI XOR gate [10] 

 

The transistor level diagram of the XOR gate using full swing 

GDI logic is shown in Fig 2. The working mechanism of this 

gate is described here: 

 Logic ‘0’:   

 When AB = 00, Q1 and Q3 will be switched ON and other 

two transistors namely, Q4 and Q2 will be switched OFF. The 

output node is connected to GND potential through Q3 

transistor. On the other hand, for the input combination of AB 

= 11, N1 transistor becomes switched ON and the remaining 

transistor are switched OFF. The output node is tied to GND 

potential.  

 Logic ‘1’:  

When AB = 01, the transistors Q1 and Q4 will be switched 

ON whereas Q2 and Q3 will be switched OFF state. It is well 

known that PMOS transistor is good at delivering strong ‘1’ 

potential (VDD). Likewise, for another input combination AB 

=10, the transistor Q4 and Q2 will be switched ON and the 

delivering of VDD potential is taken care by the PMOS 

transistor P2.  

From this discussion, it is understood that these components 

exhibit better performance in terms of delay, power 

consumption and area. Therefore, they can be chosen while 

implementing the array multiplier to improve performance. 

III. PARALLEL ADDERS  

 Parallel adders are developed to minimize the delay 

involved in the binary addition task and are well suited for 

Very Large Scale Integration (VLSI) implementation. The 

TABLE 1 
VARIOUS LOGIC FUNCTIONS USING GDI CELL  

 
N P G Output Function 

0 B A   B F1 

B 1 A   +B F2 

1 B A A+B OR 

B O A AB AND 

C B A   B+AC MUX 

0 1 A    NOT 
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performance of these adders can be greatly influenced by the 

performance of their basic modules. The considered parallel 

adders are, ripple carry, carry select and carry look ahead 

adders. The basic modules of these parallel adders are Full 

Adder (FA) (for Ripple Carry Adder (RCA)), XOR and AND 

gate (for Carry Look Ahead (CLA)), FA and MUX (for Carry 

Select Adder (CslA)). Therefore, these basic modules are 

realized using Full Swing Gate Diffusion Input (full swing 

GDI) logic, discussed by the authors in the earlier work [10]. 

For detailed understanding of their working mechanisms, 

readers are directed to refer [10]. The transistor level 

representation of FA is given in Fig. 3.  

 
Fig. 3. Transistor level diagram of FA  

A. Ripple Carry Adder  

 The RCA is O (n) time and O (n) area adders, where, n is 

the width of the operands. In the worst case, a carry can 

propagate from least significant bit position to the most 

significant bit position. Moreover, one stage of the RCA, the 

single full adder, determines the performance of RCA. 

Therefore, the delay of RCA can be decreased by 

implementing fast full adder. To achieve this, full adder based 

on full swing GDI logic is chosen as in [10]. Further, the carry 

propagation delay is reduced by minimizing carry propagation 

path or by performing pre-computation of carries.  

B. Carry Look Ahead Adder  

 CLAs have become popular due to their high speed and 

modularity. They are O (log n) time and O (n log n) area 

adders. Consider the n-bit addition of two n- bit numbers A= 

an, an-1, .., a0 and B = bn, bn-1,…, b0 resulting in the output sum 

S = Sn, Sn-1,.., S0 and carry out Cout. 

The first stage in CLA computes the bit generate (Gi) and 

propagate (Pi) as follows 

  =       (1)                                                                                      

          (2)                                                               

These are then utilized to compute the final sum (Si) and 

carry (Ci+1) bits, 

          (3) 

               (4) 

where 0 ≤ i ≤ n. 

The overall delay of carry look ahead adders is dominated 

by the delay of passing the carry in look ahead stages. The 

building blocks of CLA are XOR and AND gates. Moreover, 

the CLA performance is determined by the performance of 

them. Thus, the performance improvement in CLA is achieved 

by implementing those using full swing GDI logic in this 

paper. 

C. Carry Select Adder   

 To minimize the delay due to carry propagation involved in 

RCA, CslA is evolved, in which, two additions are performed 

in parallel, one assuming Cin as 0 and other one as 1. When the 

carry is known, finally the correct sum is selected. The 

pictorial representation of CslA is shown in Fig. 4(a). They are 

O (2n) area and O (  ) time adders. CslA is used in many 

computational systems to alleviate the problem of carry 

propagation delay by independently generating multiple 

carries and then select a final carry to generate the sum. 

However, CslA is not area efficient because it uses multiple 

pairs of RCA to generate intermediate sum and carry for Cin= 

0 and Cin=1.  

The different techniques for minimizing the use of dual 

RCA in CslA is attempted in [13]-[15]. An interesting 

approach discussed in [13] is use of Binary to Excess 1 

Converter (BEC) instead of RCA for Cin=1 and its 

architecture is shown in Fig. 4(b). The inputs to BEC are as 

same as RCA, which is depicted in the Fig. 4b, as per ref. [13]. 
The BEC based CslA involves less logic resources than the 

conventional CslA. Further, the area reduction is possible in 

CslA with the help of sharing common Boolean logic 

expression for Cin 0 and 1 [14]. Though it requires less logic 

resources than the BEC based CslA, the carry propagation 

delay is larger. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. CslA Adders (a) N-bit Conventional CslA in [11] (b) 

16 bit BEC-CslA in [13] and (c) N- bit CslA in [15] 
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CslA design is simplified based on logic reformulation and 

optimization of carry generator module [15]. This design 

possesses less area and delay than the conventional CslA 

design. This adder schematic is given in Fig. 4(c). The 

performance of CslA design can be improved by proper 

implementation of their basic modules such as MUX and FA. 

Therefore, these are designed using full swing GDI logic. In 

this paper, the conventional CslA in [11], BEC CslA discussed 

in [13] and CslA given in [15] are implemented and their 

performance improvements are studied through simulation.  

IV. HIERARCHY MULTIPLIER  

Multipliers with large width are required for the 

implementation of cryptography and error correction circuits 

for more reliable transmission over highly insecure and/or 

noisy channels in networking and multimedia applications. 

The hierarchical principle helps to realize fast large bit 

multiplier, except that it requires a large width adder for 

performing the addition task, which poses limitation on the 

performance and increases area of the designed multiplier [16-

18].  

Over the last few decades, a lot of works have been 

dedicated, at the algorithmic and implementation level, to 

improve the performance of hierarchical multiplier. The 

conventional hierarchy multiplier architecture is shown in Fig. 

5(a). The multiplier inputs are X, Y of n bit width and produces 

the output P of 2n bit. First, the inputs X and Y are divided into 

equal two halves namely, XH and XL, YH and YL and they are 

multiplied by base multiplier. As seen in Fig. 5 (a), the base 

multipliers are used for the multiplication of (XL and YL), (XH 

and YL), (XL and YH) and (XH and YH). Once these 

multiplication processes are over, their output bits will form a 

carry save array which is processed by Carry Save Adder 

(CSA) resulting with two rows of 16 bit output. These bits are 

further added with the help of Carry Propagate Adder (CPA) 

to produce the multiplier output bits.  

The delay in the addition process of the hierarchy multiplier 

is reduced with the parallel execution of ripple carry adder 

[16]. However, this method requires twice the number of 

adders thus results in increased area. On the other hand, the 

delay is reduced with the deployment of carry look ahead 

adder for the addition process but this increases the 

interconnection complexity [17]. Not only delay and area, the 

power consumption of the hierarchy multiplier also has to be 

reduced because the existing designs appending more zeros to 

equalize the number of bits in order to make them suitable for 

parallel computation [18]. This might increase the spurious 

activities and thus increases the power consumption. The 

above mentioned issues in the existing hierarchy multiplier 

can be addressed by 

(i) Performing the final addition using proposed carry 

select adder, 

(ii) Implementing the proposed hierarchy multiplier using 

full swing GDI logic as carried out in this paper. 

The architecture of the proposed hierarchy multiplier is 

given in Fig. 5(b). The carry propagate adder is replaced by 

carry select adder to improve the computation time. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Hierarchy Multiplier Architecture (a) Conventional 

and (b) Proposed 

A. Base Multiplier  

The array multiplier is chosen as base multiplier, which 

uses full adders for partial products reduction. Though it has a 

regular layout structure, the delay is increasing with increase 

in number of input bits. Since the delay of array multiplier is 

mainly determined from this adder delay, which might be 

decreased by incorporating hierarchy principle based 

multiplication. The architecture of a 4x4 array multiplier for 

partial products reduction is given in Fig. 6. In the 

architecture, a and b are multiplier input operands each having 

4 bits. The partial products are generated from AND gates, 

acted as inputs to these adders. Once the partial products 

accumulation is completed, the array multiplier output bits 

P7,…, P0 become available. It is evident from the multiplier 

architecture, its power consumption and the area is determined 

by the number of transistor of all adders in the array. Since the 

basic components of the array multiplier are AND gate and full 

adder, this performance can be improved by utilizing the 

better circuits for them. Generally, the partial products of 

multiplication are generated by AND gates. For n bit 
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multiplier, it requires n
2
 AND gates. Because the AND gate 

based on CMOS and GDI uses 6 transistors, it needs 6n
2
 

transistors, to construct the AND gate array in the n bit array 

multiplier. But the full swing GDI based AND gate uses 5 

transistors only. Thus, results in decreased number of 

transistors. Another component of multiplier i.e., full adder, 

required for n bit multiplier is (n-1)n , which is realized in 

CMOS, GDI and full swing GDI uses 28, 24 and 18 number of 

transistors, respectively. As a result of these modifications in 

the multiplier implementation, its performance is improved. 

The reduced number of devices not only offers the reduction 

in delay, the unnecessary switching activities are also 

minimized, thereby minimizing the power consumption as 

well.  

 

 
 

Fig. 6. 4x4 Array multiplier  

V. SIMULATION RESULTS AND DISCUSSION  

A. Parallel Adder  

In this Section, the simulation results of the parallel adders  

based on CMOS, GDI and full swing GDI logic are presented 

and the performance of them is compared. During the 

evaluation of these adders, the performance metrics such as 

area, delay, power consumption and Power Delay Product 

(PDP) are taken into account. The simulations are performed 

at 45 nm freePDK technology with a supply voltage (VDD) of 

1.1 V using Cadence Virtuoso tool. Typical transistor sizes, 

i.e., (W/L)p=120 nm/45 nm and (W/L)n=240 nm/45 nm are 

used [19]. After the completion of simulation of parallel 

adders, the layout is generated for each of them and subjected 

to Design Rule Check (DRC) then Layout Versus Schematic 

(LVS) check before the extraction of parasitic. Subsequently, 

the extracted parasitic file is back annotated to perform the 

post layout simulation. In the simulation environment, each 

input is driven by buffered signal and each output is loaded 

with buffer. Power and delay of the buffers are included in the 

power and delay calculations of the whole circuit. 

Delay: The delay is measured by accounting the time from the 

50% of the input voltage swing to 50% of the output voltage 

swing for each transition. The maximum delay is treated as 

worst case delay. The delay computed through simulation, for 

all the adder structures are plotted in Fig. 7(a). As it is 

expected, CLA structures have smaller delay compared to 

those other four adders due to the parallel computation of their 

carries. On the other hand, RCA has the highest delay due to 

its serial structure. However, RCA implemented based on full 

swing GDI adder, as reported in [10] has shown 12% and 6% 

speed improvement than CMOS and GDI adders, respectively.  

The critical path delay of CslA is smaller than that of RCA 

due to the skipping of carry propagation. Further, the 

percentage of delay reduction in conventional CslA, BEC 

CslA in [13] and CslA in [15], which are implemented based 

on full swing GDI is 15, 27 and 20 than CMOS based 

implementation of those adders. The implementation of basic 

modules of CslA such as XOR, MUX and FA in full swing 

GDI logic can able to provide significant speed improvement 

than attained in other parallel adders like RCA and CLA.  

Power Consumption: The power consumption of any circuit 

mainly depends on the switching activities of node and wire 

capacitances. The power consumed by the parallel adders are 

computed through simulation and also presented in Fig. 7(b). 

The results indicate that the CLA and CslA have more power 

consumption than that of RCA. The minimum power 

consumption is witnessed in RCA owing to its simple and 

regular structure while CLA consumes more power due to its 

dense wiring tracks. However, the power consumption of the 

CLA based on full swing GDI reduced by 30% comparing to 

CMOS based design. As shown in Fig. 7(b), the power 

consumption of adders based on full swing GDI gates is 

decreased almost same for all the adders and the results reveal, 

on average, 35%  improvement is achieved over CMOS logic. 

Comparing with conventional GDI, full swing GDI minimizes 

the power consumption in parallel adders, on average, 30% by 

maintaining full swing voltage at intermediate nodes, which 

reduces the spurious transitions of the adder. 

Area: The layout is drawn for all these implemented adders. 

The area is evaluated from their layout and it is plotted in Fig. 

7(c). From the obtained results, it is witnessed that full swing 

GDI based RCA has less area whereas more area belongs to 

CMOS based CLA adder. Since the single FA realized by full 

swing GDI has less area than either CMOS or GDI logic, 

which might be a reason that overall area of RCA becomes 

lesser. Likewise, in the CslA designs, 26% area savings is 

achieved in full swing GDI based designs than those are 

implemented in CMOS logic. Similarly, the percentage of area 

reduction using full swing GDI based CLA adder is 17 and 13, 

respectively more than CMOS and GDI logic.  

PDP: The power delay product of the parallel adders for 

CMOS, GDI and full swing GDI logic are plotted in Fig. 7(d). 

Among the adders discussed, the worst and the best PDP 

belongs to full swing GDI based CslA in [15] and 

conventional CslA based on CMOS, respectively.  
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Fig. 7 Simulation results of parallel adders (a) Delay (b) Power Consumption (c) Area and (d) PDP 
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However, the PDP of conventional CslA is reduced in full 

swing GDI by 45% and 43% than CMOS and GDI, 

respectively. Similarly, in the CLA and RCA operated with 

lesser PDP in full swing GDI by 40% and 16%, respectively 

than CMOS. Also, it is examined from the obtained results of 

PDP of parallel adders, CslA implemented with full swing 

GDI logic has small PDP with acceptable speed and hence, 

they can be a proper choice while designing high performance 

and low power applications.  

Sensitive to Process Variation: In order to evaluate the 

sensitivity of the designs to local and global process variations 

Monte Carlo simulations have been carried out for parallel 

adders. The simulations have carried out for 1000 runs. The 

variations in power consumption, delay and PDP with respect 

to the process variations are depicted in Fig. 8. As expected, 

the full swing GDI based parallel adders have better immunity 

to process variation compared with others. The parallel adders, 

based on CMOS have variation in delay, power consumption 

and PDP as, on average, 3%, where as in full swing GDI 

based, the variations are approximately about 1. 

Adder Efficiency: An approach of comparing different adders 

by defining Merit Factor (MF) based on the performance and 

the reliability parameters is discussed in [1]. The speed and 

energy consumption are the key parameters for determining 

the efficiency of the adders design, so the product of delay and 

power are considered as the merit factor. The expression merit
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Fig. 8 Monte Carlo Simulation Results of Parallel Adders (a) Power Consumption (b) Delay and (c) PDP 
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factor is given in Eq. (5). 

 

      
 

                                 
 (5) 

 

The delay and power consumption of the adders may be 

normalised by dividing them to the maximum value of power 

consumption and delay of particular adder among all the logic 

styles. The normalised delay and power consumption, 

represented as Dnorm and Pnorm, respectively. In addition to that, 

normalized delay and power consumption changes (variations) 

due to process variations, represented as (∆Dnorm, pv) and 

(∆Pnorm, pv), respectively, are included in MF to evaluate the 

reliability of the designed adders. The amount of (∆Dnorm, pv) 

for each logic style is calculated by dividing the delay 

variations due to process variation with the maximum value of 

delay variation among all the logic styles for a particular 

adder. The same procedure is applied for (∆Pnorm, pv) 

computation. For merit function defined above, higher MF 

corresponds to better adder design.  

The merit factor for all the adders versus different logic 

styles namely, CMOS, GDI and full swing GDI is shown in 

Fig. 9. It is observed that, the low and high value of MF 

corresponds to full swing GDI based CslA in [15] adder and 

CMOS based CLA adder. Moreover, full swing GDI logic 

based parallel adders namely, CslA in [15] and RCA has 

shown MF improvement of 80% and 36%, respectively than 

the realization in CMOS logic. From the obtained results, it is 

concluded that the adder efficiency can be improved 

significantly with the help of full swing GDI logic 

implementation. 

The performance improvement of parallel adder structures 

such as RCA, CslA and CLA with the help of full swing GDI 

logic is attempted. The basic modules of these adder such as 

XOR, AND, MUX and full adder are realised using full swing 

GDI logic. It is observed that, the full swing GDI based RCA,  

CslA and CLA have shown speed improvement in terms of 12 

%, 27 % and 14%, respectively than CMOS logic. Likewise, 

the amount of area reduction achieved in RCA, CslA and CLA 

is 53%, 28% and 17%, respectively than CMOS logic. Among 

the parallel adders, the CslA adders based on full swing GDI 

logic have 45% PDP improvement than their existing 

implementation.   

Finally, the adder efficiency is measured for all the 

simulated adders based on the merit factor, which depends on 

delay and power delay product. From the efficiency results, it 

is concluded that the full swing GDI based parallel adders 

namely; CslA adder discussed in [15] has shown merit factor 

improvement by 80% compared to that CMOS based 

implementation of the same adder. From the discussion of the 

performance improvement in parallel adders based on full 

swing GDI logic, CslA adders have 45% improvement in PDP 

than that of RCA and CLA adders. Therefore, they can be 

used in the place of adders while implementing multipliers for 

improving their performance. 

B. Hierarchy Multiplier  

In this Section, the simulation results of the conventional 

and the proposed hierarchy array multiplier are presented.  

Delay: The delay is measured from the 50% of the input 

voltage swing to 50% of the output voltage swing for each 

transition. The maximum delay is treated as worst case delay. 

The delay results of the simulated multipliers are given in 

Table 2. The hierarchy multiplier based on full swing GDI 

gates has 7% lesser delay than conventional design. This is 

attained due to the deployment of CslA in the hierarchy 

multiplier architecture thus reduces the base multiplier 

accumulation delay. 

Power Consumption: The power consumed by the multipliers 

are computed through simulation and also presented in Table 

2. From the results, it is observed that the multiplier based on 

full swing GDI logic consumes less power than the 

conventional solution discussed in [3]. This is achieved due to 

the elimination of spurious transitions involved in the 

multiplier. Also, the full swing output at intermediate nodes 

minimizes the unnecessary switching of the transistor which

 

 
Fig. 9. Merit factor of parallel adder 
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Fig. 10. Layout of the hierarchy multiplier architecture 

 

would results in the power consumption minimization. The 

power saving is possible with full swing GDI based hierarchy 

multiplier design is 21% than existing multiplier. 

 
Area: The layouts are drawn for all the simulated multiplier 

and the area is calculated from them and listed in Table 2. 

From the obtained results, it is observed that the proposed 

multiplier requires 7% less area compared with the existing 

hierarchy multiplier. This is attained due to the 

implementation using full swing GDI logic, which in turn 

minimises the transistor count thus results the small area. The 

layout of the proposed multiplier is given in Fig. 10. 

PDP: From the simulated results, it is observed that, proposed 

multiplier has smaller PDP or energy consumption. It is 

observed from the results that conventional design operates 

with more energy consumption than the proposed one. 

Sensitive to Process Variation: A study of circuits 

performance under the local and global process variations is 

carried through Monte Carlo simulations with thousand runs 

(N=1000) and observed that the proposed multiplier is  able to 

sustain the same performance with or without process 

variations.  

VI. CONCLUSION 

 The existing implementation of array multiplier based 

hierarchy multiplication lacks in terms of area and delay, 

which is due to the requirement of more transistor count for its 

base components such as AND gate and adder. To overcome 

these drawbacks, hierarchy multiplier is designed with CslA 

 

TABLE 2 
SIMULATION RESULTS OF 16 BIT ARRAY MULTIPLIER 

 

Multiplier 

Delay 

(ps) 

Power  

Consumption  

(µW) 

PDP 

(e-15 J) 

Area  

( µm
2
) 

Conventional 

[3] 882 70 62 17857 

Proposed 824 55 45 16681 
 

 
 

 

 
 

 

 
 

 

 

 



 ELECTRONICS, VOL. 21, NO. 1, JUNE 2017 47 

which is further implemented using full swing GDI logic. An 

investigation of various parallel adder architectures 

performance is carried out and it is concluded that CslA 

possess better performance than conventional one. The 

introduction of CslA in hierarchy multiplier reduced its delay 

significantly. The performance of the multipliers is analyzed 

using SPICE simulation at 45 nm technology models. The 

performance parameters like delay and power consumption of 

the multipliers are measured from simulation results. From the 

simulation results, it is understood that the implemented 

multiplier design gives smaller power delay product and 

number of transistor comparing to the design found in the 

literature.  
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4πM magnetization 1 G → 103/(4π) A/m 
σ specific magnetization 1 erg/(G·g) = 1 emu/g → 1 A·m2/kg 
j magnetic dipole  

  moment 
1 erg/G = 1 emu  
  → 4π × 10−10 Wb·m 

J magnetic polarization 1 erg/(G·cm3) = 1 emu/cm3 
  → 4π × 10−4 T 

χ, κ susceptibility 1 → 4π 
χρ mass susceptibility 1 cm3/g → 4π × 10−3 m3/kg 
μ permeability 1 → 4π × 10−7 H/m  

  = 4π × 10−7 Wb/(A·m) 
μr relative permeability μ → μr 
w, W energy density 1 erg/cm3 → 10−1 J/m3 

N, D demagnetizing factor 1 → 1/(4π) 

Vertical lines are optional in tables. Statements that serve as captions for 
the entire table do not need footnote letters.  

aGaussian units are the same as cgs emu for magnetostatics; Mx = 
maxwell, G = gauss, Oe = oersted; Wb = weber, V = volt, s = second, T = 
tesla, m = meter, A = ampere, J = joule, kg = kilogram, H = henry. 

Fig. 1.  Magnetization as a function of applied field. Note that “Fig.” is
abbreviated. There is a period after the figure number, followed by two
spaces. It is good practice to explain the significance of the figure in the
caption. 
  

V. HELPFUL HINTS 

A. Figures and Tables 
Because we will do the final formatting of your paper, you 

do not need to position figures and tables at the top and 
bottom of each column. In fact, all figures, figure captions, 
and tables can be at the end of the paper. Large figures and 
tables may span both columns. Place figure captions below the 
figures; place table titles above the tables. If your figure has 
two parts, include the labels “(a)” and “(b)” as part of the 
artwork. Please verify that the figures and tables you mention 
in the text actually exist. Please do not include captions as 
part of the figures. Do not put captions in “text boxes” 
linked to the figures. Do not put borders around the 
outside of your figures. Use the abbreviation “Fig.” even at 
the beginning of a sentence. Do not abbreviate “Table.” 
Tables are numbered with Roman numerals.  

Color printing of figures is not available Do not use color 
unless it is necessary for the proper interpretation of your 
figures. 

Figure axis labels are often a source of confusion. Use 



 

words rather than symbols. As an example, write the quantity 
“Magnetization,” or “Magnetization M,” not just “M.” Put 
units in parentheses. Do not label axes only with units. As in 
Fig. 1, for example, write “Magnetization (A/m)” or 
“Magnetization (A ⋅ m−1),” not just “A/m.” Do not label axes 
with a ratio of quantities and units. For example, write 
“Temperature (K),” not “Temperature/K.”  

Multipliers can be especially confusing. Write 
“Magnetization (kA/m)” or “Magnetization (103 A/m).” Do 
not write “Magnetization (A/m) × 1000” because the reader 
would not know whether the top axis label in Fig. 1 meant 
16000 A/m or 0.016 A/m. Figure labels should be legible, 
approximately 8 to 12 point type. 

B. References 
Number citations consecutively in square brackets [1]. The 

sentence punctuation follows the brackets [2]. Multiple 
references [2], [3] are each numbered with separate brackets 
[1]–[3]. When citing a section in a book, please give the 
relevant page numbers [2]. In sentences, refer simply to the 
reference number, as in [3]. Do not use “Ref. [3]” or 
“reference [3]” except at the beginning of a sentence: 
“Reference [3] shows ... .” Please do not use automatic 
endnotes in Word, rather, type the reference list at the end of 
the paper using the “References” style. 

Number footnotes separately in superscripts (Insert | 
Footnote).1 Place the actual footnote at the bottom of the 
column in which it is cited; do not put footnotes in the 
reference list (endnotes). Use letters for table footnotes (see 
Table I).  

Please note that the references at the end of this document 
are in the preferred referencing style. Give all authors’ names; 
do not use “et al.” unless there are six authors or more. Use a 
space after authors’ initials. Papers that have not been 
published should be cited as “unpublished” [4]. Papers that 
have been accepted for publication, but not yet specified for 
an issue should be cited as “to be published” [5]. Papers that 
have been submitted for publication should be cited as 
“submitted for publication” [6]. Please give affiliations and 
addresses for private communications [7]. 

Capitalize only the first word in a paper title, except for 
proper nouns and element symbols. For papers published in 
translation journals, please give the English citation first, 
followed by the original foreign-language citation [8]. All 
references must be written in Roman alphabet. 

C. Abbreviations and Acronyms 
Define abbreviations and acronyms the first time they are 

used in the text, even after they have already been defined in 
the abstract. Abbreviations such as IEEE, SI, ac, and dc do not 
have to be defined. Abbreviations that incorporate periods 
should not have spaces: write “C.N.R.S.,” not “C. N. R. S.” 
Do not use abbreviations in the title unless they are 

unavoidable (for example, “IEEE” in the title of this article). 

 
1It is recommended that footnotes be avoided (except for the unnumbered 

footnote with the receipt date and authors’ affiliations on the first page). 
Instead, try to integrate the footnote information into the text. 

D. Equations 
Number equations consecutively with equation numbers in 

parentheses flush with the right margin, as in (1). First use the 
equation editor to create the equation. Then select the 
“Equation” markup style. Press the tab key and write the 
equation number in parentheses. To make your equations 
more compact, you may use the solidus ( / ), the exp function, 
or appropriate exponents. Use parentheses to avoid 
ambiguities in denominators. Punctuate equations when they 
are part of a sentence, as in 
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Be sure that the symbols in your equation have been 

defined before the equation appears or immediately following. 
Italicize symbols (T might refer to temperature, but T is the 
unit tesla). Refer to “(1),” not “Eq. (1)” or “equation (1),” 
except at the beginning of a sentence: “Equation (1) is ... .” 

E. Other Recommendations 
Use one space after periods and colons. Hyphenate complex 

modifiers: “zero-field-cooled magnetization.” Avoid dangling 
participles, such as, “Using (1), the potential was calculated.” 
[It is not clear who or what used (1).] Write instead, “The 
potential was calculated by using (1),” or “Using (1), we 
calculated the potential.” 

Use a zero before decimal points: “0.25,” not “.25.” Use 
“cm3,” not “cc.” Indicate sample dimensions as “0.1 cm × 0.2 
cm,” not “0.1 × 0.2 cm2.” The abbreviation for “seconds” is 
“s,” not “sec.” Do not mix complete spellings and 
abbreviations of units: use “Wb/m2” or “webers per square 
meter,” not “webers/m2.” When expressing a range of values, 
write “7 to 9” or “7-9,” not “7~9.” 

A parenthetical statement at the end of a sentence is 
punctuated outside of the closing parenthesis (like this). (A 
parenthetical sentence is punctuated within the parentheses.) 
In American English, periods and commas are within 
quotation marks, like “this period.” Other punctuation is 
“outside”! Avoid contractions; for example, write “do not” 
instead of “don’t.” The serial comma is preferred: “A, B, and 
C” instead of “A, B and C.” 

If you wish, you may write in the first person singular or 
plural and use the active voice (“I observed that ...” or “We 
observed that ...” instead of “It was observed that ...”). 
Remember to check spelling. If your native language is not 
English, please get a native English-speaking colleague to 
carefully proofread your paper. 

VI. SOME COMMON MISTAKES 
The word “data” is plural, not singular. The subscript for 

the permeability of vacuum µ0 is zero, not a lowercase letter 
“o.” The term for residual magnetization is “remanence”; the 



 

adjective is “remanent”; do not write “remnance” or 
“remnant.” Use the word “micrometer” instead of “micron.” A 
graph within a graph is an “inset,” not an “insert.” The word 
“alternatively” is preferred to the word “alternately” (unless 
you really mean something that alternates). Use the word 
“whereas” instead of “while” (unless you are referring to 
simultaneous events). Do not use the word “essentially” to 
mean “approximately” or “effectively.” Do not use the word 
“issue” as a euphemism for “problem.” When compositions 
are not specified, separate chemical symbols by en-dashes; for 
example, “NiMn” indicates the intermetallic compound 
Ni0.5Mn0.5 whereas “Ni–Mn” indicates an alloy of some 
composition NixMn1-x. 

Be aware of the different meanings of the homophones 
“affect” (usually a verb) and “effect” (usually a noun), 
“complement” and “compliment,” “discreet” and “discrete,” 
“principal” (e.g., “principal investigator”) and “principle” 
(e.g., “principle of measurement”). Do not confuse “imply” 
and “infer.”  

Prefixes such as “non,” “sub,” “micro,” “multi,” and “ultra” 
are not independent words; they should be joined to the words 
they modify, usually without a hyphen. There is no period 
after the “et” in the Latin abbreviation “et al.” (it is also 
italicized). The abbreviation “i.e.,” means “that is,” and the 
abbreviation “e.g.,” means “for example” (these abbreviations 
are not italicized). 

An excellent style manual and source of information for 
science writers is [9]. 

VII. EDITORIAL POLICY 
Each manuscript submitted is subjected to the following 

review procedure: 
• It is reviewed by the editor for general suitability for 

this publication 
• If it is judged suitable, two reviewers are selected and 

a single-blinded review process takes place 
• Based on the recommendations of the reviewers, the 

editor then decides whether the particular paper should 
be accepted as is, revised or rejected. 

Do not submit a paper you have submitted or published 
elsewhere. Do not publish “preliminary” data or results. The 
submitting author is responsible for obtaining agreement of all 
coauthors and any consent required from sponsors before 
submitting a paper. It is the obligation of the authors to cite 
relevant prior work. 

Every paper submitted to “Electronics” journal are single-
blind reviewed. For conference-related papers, the decision to 
accept or reject a paper is made by the conference editors and 
publications committee; the recommendations of the referees 
are advisory only. Undecipherable English is a valid reason 
for rejection. 

VIII. PUBLICATION PRINCIPLES 
The contents of “Electronics” are peer-reviewed and 

archival. The “Electronics” publishes scholarly articles of 

archival value as well as tutorial expositions and critical 
reviews of classical subjects and topics of current interest.  

Authors should consider the following points: 
1) Technical papers submitted for publication must advance 

the state of knowledge and must cite relevant prior work.  
2) The length of a submitted paper should be commensurate 

with the importance, or appropriate to the complexity, of 
the work. For example, an obvious extension of 
previously published work might not be appropriate for 
publication or might be adequately treated in just a few 
pages. 

3) Authors must convince both peer reviewers and the 
editors of the scientific and technical merit of a paper; the 
standards of proof are higher when extraordinary or 
unexpected results are reported.  

4) Because replication is required for scientific progress, 
papers submitted for publication must provide sufficient 
information to allow readers to perform similar 
experiments or calculations and use the reported results. 
Although not everything need be disclosed, a paper must 
contain new, useable, and fully described information. 
For example, a specimen’s chemical composition need 
not be reported if the main purpose of a paper is to 
introduce a new measurement technique. Authors should 
expect to be challenged by reviewers if the results are not 
supported by adequate data and critical details. 

5) Papers that describe ongoing work or announce the latest 
technical achievement, which are suitable for presentation 
at a professional conference, may not be appropriate for 
publication in “Electronics”. 

IX. CONCLUSION 
A conclusion section is not required. Although a conclusion 

may review the main points of the paper, do not replicate the 
abstract as the conclusion. A conclusion might elaborate on 
the importance of the work or suggest applications and 
extensions.  

APPENDIX 
Appendixes, if needed, appear before the acknowledgment. 
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The preferred spelling of the word “acknowledgment” in 

American English is without an “e” after the “g.” Use the 
singular heading even if you have many acknowledgments. 
Avoid expressions such as “One of us (S.B.A.) would like to 
thank ... .” Instead, write “F. A. Author thanks ... .” Sponsor 
and financial support acknowledgments are placed in the 
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